
Multiple files are bound together in this PDF Package.

Adobe recommends using Adobe Reader or Adobe Acrobat version 8 or later to work with 
documents contained within a PDF Package. By updating to the latest version, you’ll enjoy 
the following benefits:  

•  Efficient, integrated PDF viewing 

•  Easy printing 

•  Quick searches 

Don’t have the latest version of Adobe Reader?  

Click here to download the latest version of Adobe Reader

If you already have Adobe Reader 8, 
click a file in this PDF Package to view it.

http://www.adobe.com/products/acrobat/readstep2.html




Nanographenes as Active Components
of Single-Molecule Electronics and How


a Scanning Tunneling Microscope Puts Them
To Work


KLAUS MÜLLEN*,† AND JÜRGEN P. RABE*,‡
†Max Planck Institute for Polymer Research, Ackermannweg 10,


55128 Mainz, Germany, ‡Department of Physics, Humboldt University Berlin,
Newtonstrasse 15, 12489 Berlin, Germany


RECEIVED ON JUNE 16, 2007


C O N S P E C T U S


Single-molecule electronics, that is, realizing novel elec-
tronic functionalities from single (or very few) molecules,


holds promise for application in various technologies, includ-
ing signal processing and sensing. Nanographenes, which are
extended polycyclic aromatic hydrocarbons (PAHs), are highly
attractive subjects for studies of single-molecule electronics
because the electronic properties of their flat conjugated sys-
tems can be varied dramatically through synthetic modifica-
tion of their sizes and topologies. Single nanographenes
provide high tunneling currents when adsorbed flat onto con-
ducting substrates, such as graphite. Because of their chem-
ical inertness, nanographenes interact only weakly with these
substrates, thereby preventing the need for special epitaxial
structure matching. Instead, self-assembly at the interface
between a conducting solid, such as the basal plane of graph-
ite, and a nanographene solution generally leads to highly
ordered monolayers. Scanning tunneling spectroscopy (STS) allows the current-voltage characteristics to be measured
through a single molecule positioned between two electrodes; the key to the success of STS is the ability to position the
scanning tunneling microscopy (STM) tip freely with respect to the molecule in all dimensions, that is, both parallel and per-
pendicular to the surface.


In this Account, we report the properties of nanographenes having sizes ranging from 0.7 to 3.1 nm and exhibiting var-
ious symmetry, periphery, and substitution types. The size of the aromatic system and the nature of its perimeter are two
essential features affecting its HOMO–LUMO gap and charge carrier mobility in the condensed phase. Moreover, the extended
π area of larger substituted PAHs improves the degree of self-ordering, another key requirement for high-performance elec-
tronic devices. Self-assembly at the interface between an organic solution and the basal plane of graphite allows deposi-
tion of single molecules within the well-defined environment of a molecular monolayer. We have used STM and STS to
investigate both the structures and electronic properties of these single molecules in situ. Indeed, we have observed key
electronic functions, rectification and current control through single molecules, within a prototypical chemical field-effect tran-
sistor at ambient temperature.


The combination of nanographenes and STM/STS, with the PAHs self-assembled in oriented molecular mono- or bilay-
ers at the interface between an organic solution and the basal plane of graphite and contacted by the STM tip, is a simple,
reliable, and versatile system for developing the fundamental concepts of molecular electronics. Our future targets include
fast reversible molecular switches and complex molecular electronic devices coupled together from several single-molecule
systems.
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Introduction
Electronics based on electron transport through single mole-


cules has attracted renewed interest due to the experimental


and theoretical advances in recent years.1 When Aviram and


Ratner suggested in 1974 that a current could be rectified


with a single molecule composed of a donor-bridge-
acceptor structure fixed between two metal electrodes,2 they


envisaged an extended organic monolayer sandwiched


between two metal electrodes. With the advent of the scan-


ning tunneling microscope (STM) and its capability of address-


ing single molecules on conducting solid substrates, it became


possible to measure current–voltage characteristics (scanning


tunneling spectroscopy, STS) through a single molecule


between two electrodes.3 The fundamental difference between


STS and the measurements on sandwich structures is the


capability of positioning the STM tip, that is, one of the two


electrodes, freely with respect to the molecule in all three


dimensions, that is, both parallel and perpendicular to the sur-


face. This also distinguishes the STM approach from mechan-


ically controlled break junctions,4,5 which allow precise


distance control between the electrodes but lack any means


of obtaining in situ information on the exact structure, that is,


conformation and orientation of a molecule or a molecular


aggregate within and with respect to the junction. We report


here on the combination of scanning tunneling microscopy


and spectroscopy (STM/STS) at solid–liquid interfaces, which


provides in situ access to both structural information and elec-


tronic properties of single molecules and molecular complexes


in a well-controlled junction between two electrodes.


A molecular system that enables both the development of


concepts for molecular electronics and the investigation of


structure–function relationships of single-molecule devices


should be simple, reliable, and versatile. We considered in par-


ticular two criteria: (i) any function should be easily detect-


able at ambient temperatures and pressures, and (ii) electronic


functions should be controlled by the properties of single mol-


ecules and be varied systematically through the molecular


structure. Since ambient temperatures call for large current


densities and therefore short channels for the passing elec-


tron current, the molecules should be as thin as possible, ide-


ally only a single atomic layer thick, and lie flat on the surface.


Control over their electronic properties may then be achieved


through their lateral structure, which can be widely varied via


synthetic chemistry. The second criterion calls for molecules


that interact only weakly with a solid substrate. While such


molecules are difficult to immobilize individually, they can be


held in place by their neighbors in a densely packed phys-


isorbed monolayer. For this purpose, we used a method that


we had developed to assemble highly ordered molecular


monolayers at the interface between an organic solution or


melt and a chemically inert and atomically flat solid substrate,


such as the basal plane of highly oriented pyrolytic graphite


(HOPG).6,7


We report here on flat-lying polycyclic aromatic hydrocar-


bons (PAHs) at the interface between an organic solution and


HOPG. In this situation, individual PAHs can be addressed in
situ by the STM tip within a two-dimensional crystal.3 In the


sections below, the molecular title systems and their self-as-


sembly at the interface will be first described separately, fol-


lowed by a discussion of molecular electronic functionalities


as probed by STM and STS.


From Polycyclic Aromatic Hydrocarbons
(PAHs) to Nanographenes
PAHs,8–11 such as triphenylene (1) or coronene (2) (see


Scheme 1), are classical examples of two-dimensional organic


π-systems, which have served as important models for molec-


ular orbital theory and spectroscopy. PAHs fulfill, in principle,


the requirements of “thinness” and stability mentioned above,


but before we could establish their role as active components


of single-molecule electronics, crucial problems of design and


synthesis had to be solved.


(i) Size. To lower the HOMO–LUMO gap and to control the


assembly behavior in solution, in the melt, and at interfaces,


we have extended PAHs in size toward true nanoobjects, that


is, so-called nanographenes (see Scheme 1).9,10 Several fea-


tures are noteworthy:


• Hexa-peri-hexabenzocoronene (HBC, 3a), the smallest mem-


ber of our PAH series with 42 carbons (C42), is already three


times larger than triphenylene (1).


• Compound 9 (C222), with hexagonal symmetry like 3a-c,


has a diameter of 3.1 nm.9


• Compounds 4a,b (C60) and 5a,b (C78) exhibit an increas-


ing aspect ratio with a D2h-symmetry of the core.12,13


• Due to their perimeter-type, 3a-c (C42), 6a,b (C72), and


7a,b (C96) can be regarded as superbenzene, supernaph-


thalene, and superphenalene,9 respectively, whereas 13


constitutes a superbiphenyl.14


• An increase in size can also be accomplished by going from


the arm chair peripheries as in 3–9 to zigzag peripheries as


in 10-12.15


• Compound 8 (C132) is the largest insoluble PAH that could


be deposited from a suspension into a crystalline mono-


layer.16
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(ii) Precursor Synthesis. Since the synthesis of the nano-


graphenes is not feasible via the direct fusion of smaller PAH-


building blocks, we had to develop a precursor route in which


branched (three-dimensional) polyphenylenes are planarized


to the disk-type target molecules by an intramolecular


cyclo-dehydrogenation.9,10 The oxidative removal of the ben-


zene hydrogens can thereby be accomplished both chemi-


cally and electrochemically. The critical design issue is the


topology of the precursor molecules: toward defect-free nano-


graphene sheets, all benzene rings of the precursor must


“fit” as suggested by their 2D formulas. Thus, 3a and 8 are


formed from the readily available propeller-shaped


hexaphenylbenzene 14 and the dendrimer 15, respectively


(see Scheme 2).9,10


(iii) Chemical Substitution. The low solubility of the par-


ent nanographenes with R ) H (e.g., designated as 3a, 4a,


and 6a) renders chemical purification, spectroscopic structure


proof, and deposition from solution difficult. It is therefore


important that the above synthesis can also furnish alkyl-sub-


stituted derivatives such as 3b and 7b or p-alkylphenyl-sub-


stituted analogues such as 3c. The high affinity of the alkyl


chains to the basal plane of graphite also helps to orient the


attached aromatic discs parallel to the substrate,3 rather than


in columns of edge-on discs.17 Moreover, the alkyl chains


themselves can serve as a reference system for the scanning


tunneling spectroscopy of the PAHs.3


It must be mentioned that alkyl substitution can also allow


the nanographenes to melt into discotic mesophases with


columnar superstructures as a result of nanophase separa-


tion between the aromatic and the alkyl region.18 Due to their


high charge carrier mobilities, they constitute very attractive


semiconductor components for organic electronic and opto-


electronic devices.19,20 Depending on the desired application,


the stacks must be oriented either “face-on” relative to the sur-


SCHEME 1. Polycyclic Aromatic Hydrocarbons
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face as for solar cells or “edge-on” as for organic field-effect


transistors (OFETs).17


Although the above cyclodehydrogenation does not toler-


ate all heteroatoms, introduction of chemically different polar


substituents at the cores or at the alkyl chains is possible.21


Thereby, not only can the electron density of the π-system be


modified but also the mode of deposition from solution


(edge-on vs face-on, mono- vs multilayer) can be con-


trolled.17,18,21 Other chemical modifications such as ethinyla-


tion of the aromatic core give rise to the formation of the star-


type architecture present in 16a,b.22 Hydroxy or carboxy


functions at the ends of the alkyl chains allow for the cova-


lent coupling of nanographenes with other π-systems such as


pyrene or the electron-poor anthraquinone to yield complex


dyad systems such as 17a,b.24 A particularly important fea-


ture for the assembly of the discs in different phases is


chemical desymmetrization of the aromatic core, as in nano-


amphiphiles 18a,b25 or dyads like 19a,b24,23 (see Scheme 3).


Molecular Self-Assembly at Chemically
Inert Solid–Liquid Interfaces
Single molecules may be immobilized through chemical


bonds to solid substrate surfaces; however, immobilization


often alters strongly the electronic structures of both the mol-


ecule and the substrate surface. If a particular binding group


is introduced to decouple the binding from the electronic func-


tion, this will require larger and more complex molecules. In


our approach, we use interfacial forces between an organic


solution and a chemically inert, single- crystalline solid


substrate.6,7,26 Together with interatomic repulsions, they very


SCHEME 2. Precursor Molecules 14 and 15 for the Synthesis of the PAHs 3a and 8


SCHEME 3. Polycyclic Aromatic Hydrocarbon Derivatives
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generally allow the immobilization of single unfunctionalized


molecules in highly ordered physisorbed monolayers at solid–


liquid interfaces. Here the ordered monolayer serves two pur-


poses: (i) it immobilizes a molecule at a temperature at which,


in isolation, it would diffuse quickly across the surface, and (ii)


together with the solid substrate and the STM tip, it defines


precisely the environment of the molecule.


In our method, a concentrated, but not saturated, organic


solution of the molecules is applied to an atomically flat and


inert solid substrate surface such as the basal plane of highly


oriented pyrolytic graphite (HOPG). Both solute and solvent


molecules experience an attractive force at the interface,


which at least in part is due to the large difference in the


dielectric function of the organic liquid and the conducting


substrate. It decays over about a nanometer and depends in


detail on the specific molecule.27 Typically one obtains a


molecular monolayer at the interface, which is attributed to a


larger gain in free energy upon the formation of a monolay-


er of the large and rigid PAH molecules as compared with a


layer of the much smaller solvent molecules.27 The mono-


layer adsorbate is often crystalline, which is attributed to the


fact that a crystal is usually the most dense phase that mini-


mizes the free energy. Moreover, the layer is oriented with


respect to the substrate lattice. However, according to the


3-fold symmetry of the HOPG lattice, the homogeneously


nucleating adsorbate layer is polycrystalline and undergoes


Ostwald ripening with time.28 Despite the crystallinity and the


orientation, the system is generally not simply commensu-


rate, since for a weakly interacting substrate the gain in energy


for a commensurate adsorbate layer is small compared with


the intermolecular energy contributions for variable two-di-


mensional molecular densities.6 Accordingly, there is no need


for lattice matching between adsorbate and substrate struc-


ture, which renders the method very versatile. It implies, for


instance, that the electrode material is not limited to HOPG,


but may be any other chemically inert, atomically flat conduc-


tor such as the cleavage plane of a transition metal dichalco-


genide.29


Molecular self-assembly at solid–liquid interfaces shows


both similarities and differences when compared with depo-


sition through vacuum sublimation. HBC (3) is a molecule that


has been deposited as a close-packed epitaxial monolayer on


the basal plane of HOPG using both methods.16,30 The unit


cell of the 2D crystal and its orientation relative to the sub-


strate lattice are identical,16,30 indicating that preparation and


imaging in ultrahigh vacuum and at solid–liquid interfaces can


provide identical results.


A limitation of STS at solid–liquid interfaces arises from


electrochemical reactions of the solvent or any contamina-


tion at the solid–liquid interface, which cause an extra cur-


rent beyond tunneling and thereby limit the accessible bias


voltage range for STS to a window below the oxidation and


reduction potentials of the liquid. This range is often deter-


mined by traces of water, which are impossible to remove


completely from organic solvents. On the other hand, at the


interface between an electrolyte and a solid substrate, the


electrochemical control of the substrate potential indepen-


dent of the tunneling bias provides an extra degree of free-


dom to control the molecular structures at solid–liquid


interfaces.31


An obvious advantage of the self-assembly at solid–liquid


interfaces is that very large molecules can be processed, which


cannot be sublimed nondestructively.32 This is because even


minute amounts of solute in a saturated solution can be suf-


ficient to deposit a molecular monolayer.16 Another advan-


tage is the fact that the weak forces at the interface between


an organic solution and a chemically inert substrate cause


substantial molecular dynamics at the solid–liquid inter-


face.6,7,33 This is a prerequisite for fractionation26 as well as


Ostwald ripening,28 which together allow for the fabrication of


virtually flawless large area molecular layers, where each indi-


vidual molecule is weakly interacting with its environment.


Since the thermodynamic driving force for the ordering is due


to interfacial forces rather than very specific intermolecular


forces, this a powerful approach toward ordered molecular


layers.


Self-assembly at solid–liquid interfaces has been widely


applied to assemble molecular layers of a large variety of


molecular systems exhibiting a broad range of archi-


tectures.34–36 One structural class is linear molecules such as


alkylated oligothiophenes37,38 or phenyleneethynylenes,26,39


which self-assemble with both the rod and the alkyl side chains


parallel to the substrate surface. The resulting molecular patterns


exhibit a nanophase separation between conjugated molecular


segments and alkyl side chains, reflecting the favorable interac-


tion of both the aromatic and the aliphatic molecular parts with


the HOPG surface.


Similarly, alkyl-substituted disk-like molecules such as nano-


graphenes form self-assembled patterns with the discs paral-


lel to the surface. While the aromatic ring in substituted


benzenes is tilted with respect to the graphite plane,6,7 PAHs


such as alk(ox)ylated triphenylenes40–42 have been shown to


lie flat on the surface. The same holds for the larger PAHs such


as 4b12 and 1314 with 60 and 84 carbons in the aromatic


core, respectively.
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The alkyl side chains of the nanographenes serve several


purposes. First, they improve solubility.43 Second, the high


affinity of the alkyl chains to the basal plane of graphite27


drives the chains to orient parallel to the surface, which in turn


forces the attached nanographenes into a face-on arrange-


ment onto the substrate. Third, the flexibility of the alkyl


chains helps to form a very close packed monolayer of the


neat system, which, due to the attraction between the solute


and the solid substrate, is thermodynamically strongly


favored.26 By comparison, the rigid nanographenes, if not


highly symmetric, will generally leave voids within the mono-


layer. The exact nature of the side chains will influence the


packing in two dimensions. For instance, molecule 3c with


alkyl chains containing stereogenic carbon centers attached


via a phenylene spacer to the aromatic core result in a molec-


ular lattice with a hexagonal superstructure.43


The close-packed systems described above provide no


space to incorporate any solvent molecules. The rigid star-


shaped molecule 16c, on the other hand, exhibits voids


between its arms, which can incorporate small solvent mole-


cules in order to self-assemble in a dense layer.44 Moreover,


the molecule self-assembles with two distinctly different pack-


ings within the first and a second ordered monolayer on top,


and both layers can be independently visualized by STM. The


self-assembly of such double layers provides an additional


degree of freedom for the design of functional nanostructures


for molecular electronics.


The mechanism described above leaves directional inter-


molecular forces to be used specifically to control supramo-


lecular structure formation at interfaces. Typical examples are


hydrogen-bonded dimers of long chain alkanols and fatty


acids.6,45 With the introduction of carboxylic acid functions to


the core of 3 via an alkyl tether of variable length (18a,b) (see


Scheme 3), hydrogen bonding has also been employed to


influence the supramolecular organization of PAHs both in


bulk and at solid–liquid interfaces.25 It has further been used


to direct the self-assembly of two-component systems. In a


first example, 5-alkoxy isophthalic acids were shown to form


monolayers of 2:1 stoichiometric donor–acceptor complexes


with the bifunctional bases pyrazine and 2,5-dimethylpyra-


zine.46


π-Stacking is another interaction that has been capitalized


on to form crystalline PAH double layers, either in alkyl-sub-


stituted cyclophanes of HBC, 20a,b (see Scheme 3),47 or in


neat HBC double layers.48 The stacks may be considered as


building blocks of quasi-one-dimensional π-stacked columns


and ribbons at surfaces.49 The orientation of the stacks rela-


tive to the substrate surface can be influenced by the solid


substrate and its surface, the alkyl side chains around the PAH,


and the deposition conditions.


Charge-transfer interactions are particularly interesting for


applications in molecular electronics. They have been used to


promote the solubility of PAHs, as well as to assemble mixed


double layer crystals of donors and acceptors.16 Monolayers


of ordered arrays of donors and acceptors have been fabri-


cated from alkyl-substituted hexa-peri-hexabenzocoronene


3bderivatized with covalently tethered PAHs such as anthra-


quinone (17a, 19a)50,51 or pyrene (17b, 19b) (see Scheme 3).23


Within such arrays, single donors and acceptors can be


addressed individually with an STM tip.


Probing Molecular Electronic Functions by
STM and STS
A key molecular electronic function is rectification. Within an


STM junction a molecular rectifyer can be realized with a sin-


gle symmetrical molecule,3 which is even simpler than within


the concept of Aviram and Ratner.2 The reason for this is the


free positioning of the STM tip in the direction normal to the


surface, which allows the symmetry of the whole system to be


broken. This is the case even for a single-molecular system


between two identical electrodes, because for sufficiently large


gaps between the electrodes, there will be a double well


potential with the molecule in one of the wells (Figure 1a).


Large flat molecules will reside most likely in the well close to


the flat solid substrate. In this geometry, within a resonant tun-


neling model,52,53 (Figure 1b) the forward-bias direction will


depend on the energies of the highest occupied molecular


orbital (HOMO) and the lowest unoccupied molecular orbital


(LUMO) with respect to the Fermi energy. For an electron


acceptor at sufficiently large positive sample bias, resonant


tunneling through the LUMO becomes possible, while at the


same opposite bias, no resonant contribution occurs. The sit-


uation is reversed for an electron donor.50 This prediction has


been tested with the molecular dyad 17a, which adsorbs onto


HOPG such that it presents the electron donor part (hexa-peri-
hexabenzocoronene, HBC), the electron acceptor (anthra-


quinone, AQ), and the insulating alkyl chain flat on the sub-


strate (Figure 2). Current–voltage (I-V) characteristics have


then been recorded through both parts with the same STM tip


one after the other (Figure 3), revealing the rectification


through both donors and acceptors and a reversal of the for-


ward bias direction in agreement with the resonant tunnel-


ing model.50 Moreover, in accordance with the model, the


rectification improves as the HOMO energies increase in the


series 3b, 4b, and 5b.13
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Since the PAHs are only about 350 pm thick, tunneling cur-


rents through double layers are sufficiently large to allow both


STM and STS. The simplest case is tunneling through alkyl-


substituted HBC cyclophanes 20a,b,47 which exhibit qualita-


tively the same I-V characteristics as the single HBC 3b.


Interestingly, double layers of unsubstituted HBC exhibit a very


close hexagonal packing in the first layer and a less compact


second layer.48 This causes two crystallographically inequiva-


lent double stacks, which also exhibit very different I-V char-


acteristics: one has the same forward bias as a single alkyl-


substituted HBC 3b or the corresponding cyclophanes 20a,b,


and the other has the opposite, highlighting the significance


of the packing in the molecular stack.48


Self-assembled double stacks of donors and acceptors can


also be used to fabricate molecular junctions of the Aviram-
Ratner type. The first reported example is a self-assembled


double layer on HOPG consisting of a close-packed mono-


layer of HBC and a mixed monolayer of HBC and the substi-


tuted coronenediimide 21.16 This structure provides the


opportunity to measure I-V characteristics through an ori-


ented donor–acceptor stack, where the “bridge” between the


two moieties is the tunneling barrier between the molecules.


The forward bias direction is in agreement with the Aviram-
Ratner model;2 that is, with the acceptor on top of the donor,


the current is larger if the top electrode is negative. The com-


plementary orientation of a acceptor–donor stack has been


realized using an HBC with one extra double bond at a bay of


the periphery (10) (“zigzag HBC”)15 and the previously men-


tioned coronenediimide 21. In this case, the forward bias is


reversed, again in agreement with the model. It should be


noted that this donor–acceptor stack on the basal plane of


graphite within an STM junction is probably the best defined


system of the Aviram-Ratner-type described so far. Compared


with, for example, a metal surface with reactive, partially flex-


ible adsorbates in self-assembled monolayers, both the graph-


ite substrate and the PAHs are extremely stable and rigid.


FIGURE 1. (a) Molecule located asymmetrically within the
tunneling junction and (b) energy diagrams for a donor (blue) and
an acceptor (red) placed closer to the substrate than to the tip.
Within the resonant tunneling model,50,52,53 for the electron
acceptor at sufficiently large positive sample bias, resonant
tunneling through the LUMO becomes possible, while at the same
opposite bias, no resonant contribution occurs. The situation is
reversed for an electron donor.


FIGURE 2. STM image of dyads 17a with the donor (HBC, blue)
and acceptor (AQ, purple) parts adsorbed parallel to the substrate
and next to each other.50


FIGURE 3. Current–voltage characteristics through donor, acceptor,
and alkyl parts of 17a,50 displayed as normalized I-V curves for
HBC (4), AQ (3), and alkyl regions (9) (see also Figure 2). I-V curves
were normalized to the tunneling impedance of the alkyl chain
region I-V curves at positive and negative sample bias for HBC and
AQ regions, respectively, since there is no resonant contribution to
be expected. With one normalizing factor for each molecule, the
I-V curves through the alkyl parts are identical to those of the
donor in the positive bias range and to the acceptor in the negative
bias range, which is consistent with the model.


Nanographenes in Single-Molecule Electronics Müllen and Rabe


Vol. 41, No. 4 April 2008 511-520 ACCOUNTS OF CHEMICAL RESEARCH 517







While the STM geometry readily lends itself to the inves-


tigation of two-terminal devices such as molecular diodes,


three-terminal molecular devices such as a transistor have


been investigated between two lithographically fabricated


electrodes on an insulating substrate with a back electrode.54


However, such devices cannot be readily scaled down to the


molecular scale, since the three electrodes define the size of


the device. In an attempt to further miniaturize a single-mol-


ecule transistor, we used the dipole moment provided by


molecular charge transfer complexes to modify the diode-like


I-V characteristics through a single molecule in an STM junc-


tion. For that purpose, dyad 17a was assembled at a solid–


liquid interface, and the I-V through the HBC was measured


(see Figures 2 and 3). Upon addition of an electron donor,


9,10-dimethoxyanthracene, to the solution, a new molecular


packing was observed (Figure 4a), which is due to the forma-


tion of charge-transfer complexes between the anthraquinone


units and dimethoxyanthracene.51 Figure 4b displays the I-V
curves though the HBC before and after the formation of the


complexes. The significant change has been attributed to the


dipole moment of the charge transfer complexes causing an


interface dipole, which shifts the I-V curve by about 120


mV.51 This number is consistent with the calculated dipole


moments of the charge transfer complexes and their two-di-


mensional density at the interface. Since the corresponding


energy is about three times kBT at room temperature, the


effect can be readily observed. Notabene dipole moments par-


allel to the surface have no effect.55 The shift of the I-V curve


indicates that charge -transfer complexes can act as nanosized


gates in a single-molecule chemical field-effect transistor (Fig-


ure 4c51).


Conclusions and Outlook
Nanographenes self-assembled in oriented molecular mono-


or bilayers at the interface between an organic solution and


the basal plane of graphite and contacted by an STM tip pro-


vide a simple, reliable, and versatile system that allows con-


cepts for molecular electronics to be developed and struc-


ture–function relationships of prototypical single-molecule


electronic devices to be investigated. Polycyclic aromatic


hydrocarbons or nanographenes have been synthesized with


various symmetries and peripheries and with sizes from 0.7


nm (1) up to 3.1 nm (9). The increase in size of the aromatic


systems and a variation of the perimeter type are essential


with regard to the reduction of the HOMO–LUMO gap and the


improvement of the charge carrier mobilities. Moreover, larger


substituted PAHs exhibit an improved self-ordering due to the


extended π-area, which is another key feature to yield high


performances in electronic devices.


PAHs self-assemble in precisely defined molecular mono-


and bilayers at the interface between an organic solution and


an atomically flat and chemically inert solid substrate such as


the basal plane of graphite. STM and STS at such solid–liq-


uid interfaces allow current–voltage characteristics of a sys-


tem to be measured, where the electrodes and their relative


positions with respect to the molecule within the gap are pre-


cisely defined. Besides molecular rectifyers, a concept for a


single-molecule chemical field-effect transistor has also been


developed. The properties of prototypical single-molecule


devices can be systematically tuned with the exact structure


of the nanographenes. Challenges for the future include the


FIGURE 4. Single-molecule transistor:51 (a) STM current image of a
monolayer of 19a, where the anthraquinones (purple) formed
charge-transfer complexes with dimethoxyanthracene added to the
solution; (b) I-V curves through the HBC cores before (“OFF”) and
after (“ON”) the formation of the charge-transfer complexes; inset:
normalized data (c) scheme of the resulting single-molecule
chemical field-effect transistor.
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controlled triggering of the transistor, which may be achieved


by optically switching a molecular dipole moment. Another


issue is to couple two or more of such single-molecule


devices. For that purpose, a dipole moment switched on par-


allel to the surface may be employed, and an electronically


active substrate will facilitate this process. Conjugated molec-


ular bridges between two nanographenes may be also used


to control the electronic coupling between them, which is a


prerequisite to fabricate any electronic circuit from single-mol-


ecule devices.
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C O N S P E C T U S


This Account first gives a historical overview of the development of octa-
hedral molecular sieve (OMS) and octahedral layer (OL) materials based


on porous mixed-valent manganese oxides. Unique properties of such sys-
tems include excellent semiconductivity and porosity. Materials that are
conducting and porous are rare and can offer novel properties not nor-
mally available with most molecular sieve materials. The good semicon-
ductivity of OMS and OL systems not only permits potential applications
of the conductivity of these materials but also allows characterization of
these systems where charging effects are often a problem. Porous man-
ganese oxide natural materials are found as manganese nodules, and these
materials when dredged from the ocean floors have been used as excel-
lent adsorbents of metals such as from electroplating wastes and have
been shown to be excellent catalysts. Rational for synthesis of novel OMS
and OL materials is related to the superb conductivity, microporosity, and
catalytic activity of these natural materials. The natural systems are often
found as mixtures, are poorly crystalline, and have incredibly diverse compositions due to exposure to various aqueous envi-
ronments in nature. Such exposure allows ion exchange to occur. Preparation of pure crystalline OL and OMS systems is
one of the very significant goals of this work.


The status of this research area is one of moderate development. Opportunities exist for preparation of a multi-
tude of novel materials. Some applications of these materials have recently been achieved primarily in the area of
catalysis and membranes, and others such as sensors and adsorptive systems are likely. Characterization studies are
becoming more sophisticated as new materials and proper preparation of materials for such characterization studies
are being done.


The research area involved in this work is solid state chemistry. The fields of materials synthesis, characterization, and
applications of materials are all important in developments of this field. Researchers in chemistry, chemical engineering,
materials science, physics, and biological sciences are actively pursuing research in this area.


The most significant results found in this work are related to the novel structural and physical properties of porous man-
ganese oxide materials. Variable pore size materials have been synthesized using structure directors and with a variety of
synthetic methodologies. Transformations of tunnel materials with temperature and in specific atmosphere have recently
been studied with in situ synchrotron methods. Conductivities of these materials appear to be related to the structural prop-
erties of these systems with more open structures being less conductive. Catalytic properties of these OMS and OL mate-
rials have been shown to be related to the redox cycling of various oxidations states of manganese such as Mn2+, Mn3+,
and Mn4+.


Chemists interested in synthesis of new materials, the chemistry of solids, enhancing the rates of catalytic reactions, and
finding new applications of materials would be interested in these novel materials. Fundamental properties of electron trans-
fer are critical to this research. Concepts of nonstoichiometry, defects, oxygen vacancies, and intermediates are fundamen-
tal to many of the syntheses, characterization, and applications such as fuel cells, catalysis, adsorption, sensors, batteries,
and related applications.
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Introduction: Tunnels, Layers, and
Controlled Shapes
Dr. David Storm of Texaco Research Laboratories in Beacon,


NY, visited our laboratory in 1991, discussed structures of nat-


ural manganese oxide nodules,1 and said that our group


should be able to make such materials. Dr. Yanfei Shen spent


2 years trying a variety of syntheses and made a thermally


stable 3 × 3 tunnel structure material, which we labeled OMS-


1.2 Interest in OMS-1 stemmed from the 6.9 Å square tun-


nels, the mixed-valent semiconducting nature, outstanding


adsorptive properties, and excellent activity in numerous cat-


alytic reactions. Our major collaborator in this early work was


Dr. Chi-Lin O’Young at Texaco Research Laboratories. The long


sought after hydrothermal stability of OMS-1 and similar


materials was not realized and prevented use of such mate-


rials in catalytic cracking. Various structures of octahedral layer


(OL) and octahedral molecular sieve (OMS) materials are


shown throughout this Account.


Time and many experiments by Professor Zheng Rong Tian


would show that the good thermal stability of OMS-1 of about


600 °C was due to incorporation of some Mg2+ into the


framework of these tunnel materials.3 Dr. Tian later designed


some crystalline walled manganese oxide mesoporous sys-


tems (MOMS) that have interesting adsorptive and catalytic


properties.4


A key phase that shows outstanding electrochemical and


catalytic properties is the 2 × 2 synthetic cryptomelane or


OMS-2 structure. Professor Roberto DeGuzman used a com-


bination of ac impedance, dc conductivity, and electrochem-


ical methods to show that electrons could readily flow through


OMS materials, in particular OMS-2.5 Doping of these mate-


rials created differences of orders of magnitude in conductiv-


ity, and when two electron jumps from doped M2+ to Mn4+


occurred, the conductivity suffered tremendously due to these


traps.


A unique structural feature of OMS-2 materials is the myr-


iad of morphologies that can occur. Professor Oscar Giraldo


showed that perfect helices of OMS-2 could be formed from


nanosize layered precursors after ion exchange and heat treat-


ment while retaining the helical morphology.6 Elegant high-


resolution microscopy experiments by Dr. Michael Tsapatsis of


the University of Minnesota and his group showed that these


systems are well ordered and crystalline and made up of indi-


vidual threads like that in a rope.


Such threads when deposited on a flat surface were found


by Dr. Jikang Yuan to self-assemble and align.7 These indi-


vidual fibers formed inorganic oxide paper or membrane


materials, dubbed protean papers by Dr. Philip Ball of Nature,8


because they are extremely versatile, can be redispersed, and


can be cut, written on, and folded. Dr. Yuan also made hol-


low spheres of OMS-2 that showed excellent enhancement in


catalytic oxidation reactions due to enhanced surface area,


showing that morphology can lead to changes in catalytic


activity.9


Dr. Xiongfei Shen, brother of Dr. Yanfei Shen, about 10


years later, showed that a variety of OMS materials having dif-


ferent pore sizes and tunnel structures could be prepared from


the same hard cation, Na+.10 These experiments clearly


showed that as with zeolites, in many cases structure direc-


tors rather than exact templates are used to form OMS mate-


rials. Until this time, specific cations were often used to


prepare specific tunnel structures, such as Rb+ for prepara-


tion of the 2 × 4 tunnel structure.


Dr. Young Chan Son discovered that OMS-2 materials


when treated with acid could markedly catalyze the selective


oxidation of alcohols to aldehydes.11 No overoxidation


occurred, and in almost all cases, 100% selectivity was


obtained. This is in marked contrast to stoichiometric oxida-


tions using active manganese oxide. A redox Mars van Krev-


elen mechanism was proposed based on kinetic, O-labeling,


and D/H-labeling experiments.12a


Dr. Oscar Giraldo showed that the rate of transport for ion


exchange in thin films of OMS-2 was markedly enhanced.12b


Interconnection of mesopores and micropores in these mate-


rials was invoked to explain the ultrafast rate (<1 s) for 100%


exchange. This enhanced mass transport may be partially


responsible for the high rates of reaction of these materials in


selective oxidations.


Drs. Yuan and Li spearheaded recent work to control mor-


phology and growth of OMS materials.13 In this case, control


of the growth rate of OMS-2 was done by adding small


amounts of chromium, which slowed the growth rate and


made unusual inorganic dendrites. Such highly ordered three-


dimensional structures form due to control of the redox poten-


tial of small amounts of chromium additives creating a


Cr2O7
2-/Cr3+ couple that is only slightly larger than the Mn4+/


Mn2+ couple. This allows precise control over nucleation and


growth processes leading to highly uniform dendritic struc-


tures.14


Recent characterization studies by Xiongfei Shen in collab-


oration with Jon Hanson of Brookhaven National Laboratory


involve in situ synchrotron diffraction studies.15 These time-


resolved experiments (Figure 1) show 3-D plots of 2θ, inten-


sity, and numbers of scans and allow in situ determination of


changes in structure that provide valuable information regard-
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ing phase changes, thermal stabilities, intermediates, and


mechanisms of tunnel formation and transformations (Figure


2). Similar in situ synchrotron diffraction experiments of the


synthesis of OMS-2 show that this phase is formed almost


immediately and the numerous changes in the development


of structures of the 1 × 2 materials shown in Figure 1do not


occur. Continuing studies involve Rietveld refinements of time-


resolved diffraction data of various intermediates.


These in situ synchrotron diffraction studies clearly show


that as temperature increases there is a closing of pores until


only the smallest 1 × 1 tunnel structure is produced. These


studies also confirm that there is a transformation from the


layered OL-1 structure to tunnel structures. Intensity data


taken at various stages suggest that dissolution is minimal and


that a solid to solid transformation is likely occurring.


Perspective: Current Studies
The interaction of nanosize particulates is critical for the con-


trolled deposition of OMS and OL structures. By using mixed


aqueous-nonaqueous solvents, Drs. Oscar Giraldo and Jason


Durand recently used phase-transfer syntheses to control the


size and shape of nanosize particles of OMS and OL materi-


als.16 One goal of this work was to provide a safe synthesis


that would yield small nanosize manganese oxide porous lay-


ered and tunnel structure materials and to use these as pre-


cursors for syntheses of other materials. This route avoids the


use of tetralkylammonium permanganate salts, which can be


explosive.16 Figure 3 shows the formation of layered nano-


size particulates from such phase transfer syntheses. As con-


vection occurs, the originally 6 nm sized OL-1 particles grow


to about 50 nm at the air-solvent interface. Shapes of these


particles have also been investigated with small angle neu-


tron scattering methods and determined to be two-dimen-


sional ellipsoids. Consistent with calorimetric experiments in


collaboration with Dr. Alex Navrotsky, the OL-1 phase is most


stable and initially forms in these and many other synthe-


ses.17


The novelty of such phase-transfer syntheses is that nano-


size precursors as small as 5-10 Å can be prepared that are


stable for months. These sizes were determined from a vari-


ety of experiments including small angle neutron scattering


studies and cryo-transmission electron microscopy studies.


Such precursors have been used to make unique materials


with unusual morphologies such as inorganic helices,6 which


are quite rare. In addition, nanosize lines of porous manga-


nese oxides16 and other metal oxides18 can be prepared from


such precursors.


Besides control of size, shape, and structure, there is inter-


est in controlling physical properties of such systems. Conduc-


tivity is a unique feature of OL-1 and OMS-1 materials. Both


ionic and electrical conductivity can exist in these systems.


Recent conductivity experiments by Dr. Josie Villegas have


shown a systematic relationship to the structure of tunnel


materials. Recent unpublished data clearly show a trend


between the types of tunnels in OMS materials and the con-


ductivity. This relationship is shown in Figure 4.


The primary effect on electrical conductivity appears to be


the size of the tunnels, although compositional differences,


framework substitutions, tunnel compositions, and morphol-


ogies cause secondary effects on conductivity. Multielectron


transfers induced by divalent substitutions for quadrivalent


ions clearly act as traps and severely decrease conductivity.


The effects of framework substitutions in a series of structures


FIGURE 1. In situ synchrotron diffraction of formation of 1 × 2
tunnel structure, plot of relative intensity (RI), number of scans, and
angle of diffraction, 2θ. Reproduced from ref 15. Copyright 2006
American Chemical Society.


FIGURE 2. Results of in situ synchrotron diffraction, layer to tunnel
transformation studies. Adapted from ref 15. Copyright 2006
American Chemical Society.


FIGURE 3. Particle behavior during formation of nanosize particles
of OL-1. Taken from ref 16b.
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such as those shown in Figure 4, still need to be systemati-


cally studied to understand the exact mechanism of conduc-


tivity and the roles of defects, electron transfer, and structure.


Enhancement of conductivity is crucial to a variety of areas


including fuel cell electrodes,19 battery materials,20 redox


catalysis,21 electrocatalysis,22 and sensing devices.23 The lim-


its of conductivity in these systems need to be determined.


Battery work is a current intense subject of interest and


involves varying chemical composition of electrodes, gener-


ation of higher voltage materials, batteries with enhanced


power, systems that recharge at a faster rate, and operation


under a wide variety of environmental conditions.


Molecular design of porous materials with novel magnetic


properties is also an area of current interest. Fe3+-doped


framework OMS-2 materials {designated [Fe3+]OMS-2} have


been prepared that show unique magnetic properties. Frame-


work doping has been done by a sol–gel-assisted combus-


tion method using nitrate precursors and a cross-linking agent.


The morphologies of the rods that are formed are novel and


thicker than nondoped materials. After doping, the powder is


attracted to poles of a magnet (Figure 5). This material also


shows semiconducting behavior. Materials that show both


semiconducting and ferromagnetic behavior are very uncom-


mon and may be useful for spintronic and other


applications.24,25 Such tunable ferromagnetic semiconductors


with Curie temperatures (Tc’s) above room temperature are


unprecedented. This approach of using manganese as a host


and doping with Fe3+ is in direct contrast to the low Tc sys-


tems where small amounts of manganese are doped into var-


ious semiconductors.26


The presence of ferromagnetism in these [Fe3+]OMS-2


materials is apparent from magnetic susceptibility experiments


(Figure 6). The ferromagnetism can be observed at tempera-


tures as high as 400 °C. This is truly unique behavior. In addi-


tion, the dopant level controls the Tc of these materials, that


is, the highest temperature at which ferromagnetism exists


above which it then converts to paramagnetic behavior. This


control of Tc with the dopant [Fe3+] is unprecedented.


The observed Tc values do not correspond to any known


iron oxide, iron, manganese, or manganese oxide phase, indi-


cating that this behavior is related to the [Fe3+] dopant level.


Ratios of Fe and Mn and preparation temperatures are given


as insets in the upper left side of the panels in Figure 6.


FIGURE 4. Resistivity values for various OMS materials. Corresponding structures and morphologies are below, in same order. Taken from
ref 19a.


FIGURE 5. [Fe3+]OMS-2, Mn/Fe ) 5, magnetic studies. Taken from
ref 10b.
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Table 1 shows that the Tc value changes with the level of


iron dopant, which suggests that these signals are not due to


impurity phases. Tc cannot be readily determined for the 1/2


Fe/Mn material since this transition is very broad. Syntheses


of Fe3+ framework doping in other OMS and in OL materials


like OL-1, OL-2, 1 × 1, 2 × 2 (OMS-2), 2 × 3, 2 × 4, 3 × 3


(OMS-1) and others are being done to study structural and


pore size effects on magnetic properties.


Variable temperature (4 °C to room temperature) Möss-


bauer studies of the Fe3+ framework doped materials sug-


gest that the Fe3+ ions are in high-spin octahedral


environments and do not couple at and above room temper-


ature. This is quite interesting and implies that the ferromag-


netism results from either Fe-O-Mn or Mn-O-Mn


interactions. The latter could be caused by changes in orbital


interactions due to strain induced by iron doping. Anomalous


synchrotron diffraction, extended x-ray absorption fine struc-


ture (EXAFS), and X-ray absorption near edge structure


(XANES) experiments are being used to give a better idea of


what is exactly going on in these systems. Based on mixed-


valent manganese oxides, a new group of spintronics mate-


rials has been fabricated by doping Fe3+ into the KOMS-2


structure. Magnetic, compositional, and microscopy measure-


ments show that the ferromagnetism is not due to impurity


phases.


Control of chemical properties is also crucial in many areas


such as catalysis. The following section summarizes some


recent novel unpublished results in the area of selective oxi-


dations that we are pursuing. The effect of morphology of


OMS and OL materials on catalytic selective oxidations is a


subject of current interest. With OMS-2 alone there are vari-


ous morphologies such as hollow spheres, helices, papers/


membranes, stars, multipods, and dendrites that have the


same composition but very different rates of reactions. These


rate differences cannot be accounted for solely on the basis of


surface areas. Correlations of types and sizes of pores, chem-


ical compositions, and average oxidations states with rates


need to be considered for the reactions (eqs 1 and 2) shown


below. These reactions are environmentally friendly, gener-


ally one-pot, and use air or oxygen as oxidizing agents. Sys-


tematic studies of various single and multiple framework-


substituted OMS systems with and without H+ sites are


currently under investigation. The catalysts listed for each


reaction are the most active in these reactions to date.


A detailed mechanism of the reaction 1 will provide ideas


for several oxidation applications. Nano-H-K-OMS-2 particles


are critical to this reactivity. Almost no conversion occurs with


larger particles (>500 Å) of H-K-OMS-2. A proposed mecha-


FIGURE 6. Magnetic susceptibility of [Fe3+]OMS-2 indicative of ferromagnetism: panel B is a magnification of a portion of panel A. Taken
from ref 10b.


TABLE 1. Dependence of Tc on Fe3+ Concentration in [Fe3+]OMS-2


Fe/Mn ratio (atomic) 0 1/10 1/5
Fe wt % 0 5.3% 10%
Tc (°C) N/A 360 400


(1)


(2)


Porous Manganese Oxide OMS and OL Materials Suib


Vol. 41, No. 4 April 2008 479-487 ACCOUNTS OF CHEMICAL RESEARCH 483







nism is given in eq 2, although the 9-fluorenol intermediate


cannot yet be isolated. Fluorenone has been identified as a


model compound capable of modifying a wide variety of poly-


meric substrates.27a For example, fluorenone chromophore


has been incorporated into the backbone of Nylon.27 Mass


spectrometry, FTIR, and NMR methods are being used to study


this mechanism. Production of oxygenates at a saturated posi-


tion without peroxide is extremely difficult, and this is an


impetus for studying this reaction mechanism. The first step is


not well-established, but hydrogen is most likely coming from


H-K-OMS-2. As can be seen above, the most active catalysts


are obtained when Brönsted acidity is introduced into these 2


× 2 materials.


Activation of hydrocarbons is the first step in petrochemi-


cal reactions like polymerization. Activation of toluene is not


readily catalyzed in selective oxidations. Peroxide has not


been used in reaction 4. Toluene is used as the solvent and


reactant.


Reaction 4has been demonstrated to occur over nano-


size OMS-2 and V-K-OMS-2 catalysts with 10% selectivity.


Usually high temperature, high pressure, and strong acids


are used to drive this reaction, and low selectivities are typ-


ically observed with non-OMS systems. The conditions for


reaction 4 are quite mild without strong acid or unneces-


sary solvents.


The reactions are catalyzed by a variety of materials. In


many cases (reactions 2 and 3), Brönsted acidity appears to


be very important. In other cases like reaction 4, incorpo-


ration of metals like V into framework sites enhances the


rate of these reactions. In addition, particle size effects, in


particular nanosize catalysts, often increase the rates of


these reactions.


There is considerable debate about the active sites in these


selective oxidations concerning OMS and OL catalysts. Other


catalysts known to drive these reactions are believed to pro-


ceed by base-catalyzed mechanisms, and in the gas phase,


radicals are invoked. The OMS and OL catalysts have higher


rates when Brönsted acid sites are introduced.11,12 Brönsted


acid sites are due to incorporation or generation of H+.


Another key feature is that radical scavengers, rather than


slowing down such reactions, are actually oxidized by these


catalysts. Redox cycling of the mixed-valent manganese oxi-


dation states is suggested since when oxygen is removed


from the feed, oxidation of the catalyst occurs and activity


stops. Average oxidation state potentiometric titration data


also clearly show changes in oxidation states in these mate-


rials, unless oxygen is present. The loss of lattice oxygen dur-


ing reaction is believed to be an important process in these


reactions and is shown by 18O2 labeling experiments and con-


comitant in situ XRD experiments. Finally, the selectivity in


such reactions is unprecedented.


Synthesis Strategies
There are several strategies for making various phases dis-


cussed throughout this manuscript. There is no a priori strat-


egy for making any particular material. One key technique is


to build up materials from the smallest possible units. The


phase transfer synthesis described above for making small


nanosize colloidal particles is useful in this context; however,


the thermodynamically favored layered structure (OL-1) is


almost always formed first. Conversion of the layered phase


into tunnel structures is often a path that must be taken. Iso-


morphous substitution such as the case of the magnetic mate-


rials resulting from iron being incorporated in framework sites


needs to be synthesized in situ before nucleation. As in most


syntheses, size, charge, and polarizability of various cations


and anions must be considered as well as many other fac-


tors like solubility, role of solvent, physical conditions of tem-


perature and others, stable coordination numbers, solvation


effects, and others. There are very few cases of true template


effects. Most materials are structure-directed by a variety of


inorganic and organic structure directors. An exception seems


to be the role of Mg2+ in the preparation of thermally stable


OMS-1 materials.


In the case of the 2 × 2 OMS-2 tunnel structure material,


a variety of methods have been used for synthesis of this sys-


tem, such as sol–gel, high-temperature, hydrothermal, micro-


wave, phase-transfer, solvent-free, reflux, and other methods.


Catalytic studies suggest that each of these different chemi-


cal preparation methods can lead to materials that are not


exactly the same. There are many possible novel synthetic


methods that could be tried to make a variety of novel OL and


OMS type materials. Epitaxial growth is one method that


comes to mind that has not yet been exploited.


(3)


(4)
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Conclusions
Control of the conductivity and electron-transfer capability of


solids is crucial to a number of areas like fuel cell electrodes,28


batteries,29 redox catalysis,30 and artificial biological sys-


tems.31 Knowledge of redox properties is key to understand-


ing how enzymes achieve efficient transport of electrons


across biological membranes.32 Membranes with embedded


proteins are used by nature to move electrons to critical sites


to support life processes.33 Mimicking such membrane com-


posites provides a powerful approach to explore redox chem-


istry in biomimetic microenvironments.34 Mixed valence is


important in such biological systems, as well as the OMS, OL,


and other systems described. The nomenclature used through-


out this paper of OMS-1, OMS-2, etc. refers to the order in


which such materials were discovered and here refer to the 3


× 3 and 2 × 2 materials, respectively. Some recent exam-


ples from the literature of other groups who are applying OMS


systems include zinc air batteries,35 low-temperature adsorp-


tion of SO2, CO, and NO oxidation,36 and amperometric bio-


sensors of glucose oxidase.37 New syntheses of OMS, OL, and


related materials will likely exploit the redox properties of var-


ious reagents. Control of particle size, morphology, composi-


tion, oxidation states, and concomitant properties should be


realized.


Fundamental knowledge in the areas of synthesis, new


characterization methods, structural analysis, mixed valency,


electron transfer, magnetic behavior, conductivity, catalysis,


electrocatalysis, and photocatalysis has been obtained in our


studies of OMS and OL materials. The novelty of porous semi-


conducting molecular sieves has allowed fundamental studies


of effects of electron transfer11,12 and unique electrocatalytic


systems38 based on nanofilms of OL and OMS. Control and


understanding of conductivity4–6 of all of these materials is


important for redox catalytic cycling, sensing devices, and sev-


eral spectroscopic and microscopic experiments where charg-


ing can be significantly reduced. Synchrotron, high-resolution


spectroscopic, microscopic, and imaging studies have led to an


excellent understanding of many of the fundamental struc-


tural transformations and electronic features of these


systems.7,9,10,15,16 Catalytic studies have led to correlations of


structure/activity/selectivity, shape selectivity, and redox or


electron transfer capability.11,12 How electrons are moved in


such systems is critical as regards possible applications of


these materials.


Unique features of the systems described above include the


myriad of morphologies available in these systems (helices,


nanoropes, stars, dendrites, nanowires, nanolines, nanopat-


terns, nanospheres), a variety of tunnel structures (1 × 1, 1 ×
2, 2 × 2, 3 × 3, 2 × 4, 3 × 5), excellent conductivity, ease


of ion exchange, and protean free-standing papers as cata-


lytic and adsorptive materials.7,8 Lithium intercalation has led


to unique battery and sensor systems that are functional and


low cost. Lithium air batteries are primary batteries. Recent


attempts have been made to prepare λ-MnO2 phases that are


reversible so that these systems can be used in rechargeable


secondary batteries.39 Many of the OL and OMS materials dis-


cussed in this proposal are being tested at Yardney, Inc. as


both primary and secondary battery systems. Control of mor-


phologies and exploitation of these properties in real devices


will likely be the focus of future work.


Catalytic oxidations are the focus of proposed catalysis


studies because excellent preliminary results and selected high


impact targets have been obtained.1–12 There is continued


interest in both producing and scaling OMS and OL materi-


als. Recent work from others concerning generation of 3 × 3


materials using bacterial catalysis,40 production of single-crys-


tal multipods of MnO,41 generation of macroporous manga-


nese oxides with regenerative mesopores,42 and production


of redox active nanosheet crystallites of MnO2 via delamina-


tion43 and others already cited have provided considerable


insight and research thrusts for the future. The unique com-


bination of availability of numerous structural types, good


electrical properties, high permeability, and high porosity is


rare. OMS, OL, and related materials offer these novel prop-


erties that are not readily available in other systems (zeo-


lites, pillared clays, clays). Extensions to non-manganese-


based porous nanomaterials are also underway. The


selectivities and stabilities of many of the catalysts


described here are unprecedented. Applications in thermal,


photo-, and electocatalysis have been summarized. Future


studies may lead to improved conversions and rates of


reaction as well as novel applications.
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C O N S P E C T U S


Understanding the spatial dynamics of biochemical networks is both fun-
damentally important for understanding life at the systems level and also


has practical implications for medicine, engineering, biology, and chemistry.
Studies at the level of individual reactions provide essential information about
the function, interactions, and localization of individual molecular species and
reactions in a network. However, analyzing the spatial dynamics of complex
biochemical networks at this level is difficult. Biochemical networks are non-
equilibrium systems containing dozens to hundreds of reactions with nonlin-
ear and time-dependent interactions, and these interactions are influenced by
diffusion, flow, and the relative values of state-dependent kinetic parameters.


To achieve an overall understanding of the spatial dynamics of a net-
work and the global mechanisms that drive its function, networks must be
analyzed as a whole, where all of the components and influential parameters of a network are simultaneously considered.
Here, we describe chemical concepts and microfluidic tools developed for network-level investigations of the spatial dynam-
ics of these networks. Modular approaches can be used to simplify these networks by separating them into modules, and
simple experimental or computational models can be created by replacing each module with a single reaction. Microfluid-
ics can be used to implement these models as well as to analyze and perturb the complex network itself with spatial con-
trol on the micrometer scale.


We also describe the application of these network-level approaches to elucidate the mechanisms governing the spatial
dynamics of two networksshemostasis (blood clotting) and early patterning of the Drosophila embryo. To investigate the
dynamics of the complex network of hemostasis, we simplified the network by using a modular mechanism and created a
chemical model based on this mechanism by using microfluidics. Then, we used the mechanism and the model to predict
the dynamics of initiation and propagation of blood clotting and tested these predictions with human blood plasma by using
microfluidics. We discovered that both initiation and propagation of clotting are regulated by a threshold response to the
concentration of activators of clotting, and that clotting is sensitive to the spatial localization of stimuli. To understand the
dynamics of patterning of the Drosophila embryo, we used microfluidics to perturb the environment around a developing
embryo and observe the effects of this perturbation on the expression of Hunchback, a protein whose localization is essen-
tial to proper development. We found that the mechanism that is responsible for Hunchback positioning is asymmetric, time-
dependent, and more complex than previously proposed by studies of individual reactions.


Overall, these approaches provide strategies for simplifying, modeling, and probing complex networks without sacrific-
ing the functionality of the network. Such network-level strategies may be most useful for understanding systems with non-
linear interactions where spatial dynamics is essential for function. In addition, microfluidics provides an opportunity to
investigate the mechanisms responsible for robust functioning of complex networks. By creating nonideal, stressful, and per-
turbed environments, microfluidic experiments could reveal the function of pathways thought to be nonessential under ideal
conditions.
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Introduction
This Account describes chemical concepts and microfluidic


tools developed for network-level investigations of the spa-


tial dynamics of complex networks and illustrates the appli-


cation of these concepts and tools to understanding


hemostasis (blood clotting)4–6 and development of the Droso-


phila embryo.7 Complex reaction networks perform functions


indispensable for the existence of living organisms, such as


self-regulation and amplification.1,2 Understanding the spa-


tial dynamics of biological networks is essential for under-


standing life at the systems level. A major interdisciplinary


research effort approaches understanding these dynamics


from two complementary directions that can be loosely


described as studies at the level of individual reactions and


studies at the network level. Studies at the level of individual


reactions aim to identify and characterize individual molecu-


lar species as well as define their functions in a network,


uncover their interaction with other molecules, and determine


their spatial localization relative to other molecules and reac-


tions. Chemistry has enabled studies at the level of individ-


ual reactions by providing the conceptual framework within


which molecular interactions are analyzed and by providing


both synthetic and analytical tools.3 For example, the identi-


fication and characterization of the Bicoid protein led to the


discovery that the binding of Bicoid to hunchback regulates


the establishment of the anterior body plan of the develop-


ing Drosophila embryo,8 shedding light on a portion of the


spatial dynamics of embryogenesis. While characterization of


individual reactions may provide an essential description of


many aspects of a network, these approaches are not suffi-


cient to understand some dynamic properties of the network.


The network of hemostasis serves as a case in point. The


individual reactions of the hemostasis network have been ana-


lyzed in extensive detail (Figure 1). The molecular players and


most of their interactions have been established and charac-


terized,9 and the rate constants of many of these reactions


have been measured. These investigations have led to diag-


nostic tools and therapies for controlling blood clotting. How-


ever, questions about the dynamics of the network persist,


such as “what limits the size of the clot formed? That is, why


do clots not continue to expand until all of the blood is


involved?”10 Is it true that “only the more severe of the many


small vascular injuries that are regularly sustained will ini-


tiate an enzyme cascade”?11 Also, can blood be exposed to


active tissue factor, a stimulus of clotting, without initiation of


clotting?12


Furthermore, analyzing the spatial dynamics of complex


biochemical networks at the level of individual reactions is dif-


ficult. Biochemical networks are nonequilibrium systems and


may contain dozens to hundreds of reactions with nonlinear


and time-dependent interactions, and the effects of diffusion


and flow on these interactions are too complex to consider


simultaneously. In addition, the overall dynamics can be sen-


sitive to the relative values of kinetic parameters, which can


depend on the state of the network.13 Computational model-


ing of all of these individual reactions in detail would be dif-


ficult even with unlimited computational power, because some


of the components or interactions may be unknown or incor-


rectly understood due to experimental error or because they


were measured out of context of the whole network. There-


fore, to supplement studies of individual reactions, network-


level approaches are needed to understand the spatial


dynamics of complex networks. This need presents an oppor-


tunity, especially for chemistry, to develop new concepts and


tools.


Network-level approaches attempt to achieve an overall


understanding of a network and the global mechanisms that


drive its function by analyzing and probing a network as a


whole instead of breaking it down into its constituent parts. By


doing so, network-level approaches can shed light on phe-


nomena that cannot be described by considering the individ-


ual components of a network alone. For instance, network-


level experiments revealed how ventricle fibrillation during


sudden cardiac death is triggered and controlled by patterns


of action potentials that propagate in a wave-like fashion.14 In


another example, transfer of cytoplasm from one end of a


developing Drosophila embryo to the other demonstrated that


FIGURE 1. A network diagram of the complex reaction network of
hemostasis. Only a portion of the molecular players and the con-
nections between them are shown. Lines ending with an arrow in-
dicate activating interactions, and lines ending with a bar indicate
inhibitory interactions.
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components from a specific location are sufficient to gener-


ate the entire head or tail structure.15


There are two difficulties, however, in using network-level


approaches to understand spatial dynamics of networks. The


first is simplificationshow do we treat the network as a whole


but simplify it in a meaningful way? How do we predict its


dynamics even without knowing all of the components? The


second is experimental controlshow do we recreate and con-


trol the nonuniform spatial environments to model, observe,


and probe dynamics of these networks? Chemical concepts


and microfluidics are emerging as powerful methods to over-


come these difficulties.


Modular Approaches to Simplify and Model
Whole Complex Networks
Modular approaches can be used to simplify complex systems


while still treating them as a whole. A module is a group of


components that work together to perform a function. Such an


approach is used in engineering and physics, and this


approach has been used in chemistry to describe the stagger-


ing complexity of organic molecules. Physical organic chem-


ists use modularization to elucidate and predict the


mechanisms of organic reactions. In organic molecules, mod-


ules are functional groupssspecific combinations of electrons


and nuclei. Functional groups are further organized into


classes, such as nucleophiles and electrophiles. General mech-


anisms are developed to describe the interactions of functional


groups and to predict organic reactions. Modules and mech-


anisms devised for one set of molecules are applicable to


other molecules and reactions.16 Modularization is also


becoming a common theme in systems biology2,17–19 and has


been proposed as an underlying cause of robustness and


evolvability. In addition, simplified kinetic models have been


used to understand many properties of networks, such as


amplification in enzyme kinetics,20 oscillations during the cell


cycle,13,21 feedback control and bistability in cell signaling,22


ventricle fibrillation in the heart muscle,14 and many other


phenomena.13 We believe that organizing the components of


a complex reaction network into modules is a valuable


approach to simplifying and understanding mechanisms that


govern these networks. The modular approach can also be


used to build simplified theoretical and experimental models


of complex networks.


“What I cannot create I do not understand”, said Richard


Feynman. His dictum is also that of a chemist and underlies


FIGURE 2. Chemical approaches and microfluidics were combined to understand the dynamics of initiation and propagation in hemostasis
in four steps: (A) a network diagram of hemostasis with the reactions of each module shown in a corresponding color; (B) kinetic diagram
(rate plot) of the three modules that were used to design the chemical model; (C) microphotograph showing “clotting” in the chemical model
system, built with three chemical reactions used to represent the three modules; (D) microphotograph showing that clotting of human blood
plasma displays the dynamics predicted by the modular mechanism and the chemical model. Panels A and B adapted in part with
permission from ref 4. Copyright 2006 National Academy of Sciences, U.S.A. Panels C and D adapted in part with permission from ref 5.
Copyright 2004 Wiley-VCH Verlag GmbH & Co. KGaA.
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the logic of creating chemical models. For example, synthetic


chemical models were developed to understand the function


and mechanism of enzymes.23 They enabled the correct mea-


surement of the dissociation energy of the cobalt-carbon


bond in coenzyme B12 and helped understand the mecha-


nism by which weakening of this bond takes place.24 Beyond


the scope of individual molecules or enzymes, synthetic biol-


ogists have used synthetic models of complex networks to


provide insights into the regulatory processes of protein19,25


and gene networks,26 including bistability leading to hyster-


esis,27 oscillations,28 and pattern formation in cell-cell com-


munication.29 Nonlinear chemical systems are especially


interesting, because they display spatial patterns,30 amplifica-


tion,31 and oscillations.30,32 We used a nonlinear chemical


system and microfluidics to construct a system that performed


5000-fold chemical amplification with a threshold response.31


Why make a simplified experimental model of a complex sys-


tem? For many systems, one could argue that once a modu-


lar mechanism is proposed, it can be tested by computer


simulations. Experimental models remain useful for two rea-


sons. First, if a simple experimental model reproduces the


function of the complex system, one gains confidence in the


proposed modular mechanism because it is satisfied by at


least one self-consistent set of realistic parameters. Second,


experimental models could perform useful functions, such as


catalysis performed by a model of an enzyme.


New tools are needed to construct models of complex reac-


tion networks and to perturb and analyze the networks them-


selves. To do so, reactions must be initiated at the right place


and the right time, and the whole system must be maintained


away from equilibrium. We use microfluidics to accomplish


these goals.


Microfluidics Provides Spatial Control for
Experiments at the Network Level
Microfluidics provides wonderful opportunities for experimen-


tal analysis of the dynamics of complex networks. It provides


precise spatial and temporal control over reactions, enabling


experiments that were difficult or impossible to conduct oth-


erwise and that have direct biological applications.33,34 Mul-


tiple laminar streams provide control of reactions and


fluid-fluid interfaces and provide access to gradients in solu-


tion and on surfaces. These techniques have been applied to


a number of questions in cell migration and signaling.35 Com-


plex microfabricated environments are used to control cellu-


lar development,36 motility,37 and population dynamics.34,38


Micropatterned phospholipid bilayers39 and patterned self-


assembled monolayers40 can be integrated with microfluid-


ics to understand cell migration and attachment.41 These


techniques have been combined to culture and even to engi-


neer tissues.42


Modeling and Microfluidics To Understand
the Spatial Dynamics of Hemostasis
We combined these chemical approaches with microfluidics to


investigate the dynamics of initiation and propagation in


hemostasis. We focused on answering the questions posed in


the Introduction.10–12 We approached this problem in four


steps (Figure 2): (i) simplify the complexity of the network by


using a modular mechanism (Figure 2A,B), (ii) experimentally


test the modular mechanism with a chemical model of the


hemostasis network by using microfluidics, (iii) use the mod-


ular mechanism and the chemical model to predict the


dynamics of initiation and propagation of blood clotting (Fig-


ure 2C), and (iv) test the predictions with human whole blood


and blood plasma by using microfluidics (Figure 2D).


Simplifying the Complexity of Hemostasis by Using
a Modular Mechanism. We hypothesized that threshold


responses are responsible for control of spatial dynamics of


initiation and propagation of blood clotting. To simplify the


hemostasis network, its ∼80 known reactions were separated


into three modules (Figure 2A).5 Here, a module refers to a


group of biochemical reactions within the network that work


together to perform a function and have defined overall kinet-


ics. Three modules were defined for the whole hemostasis net-


work: production, consumption, and precipitation (Figure 2B).


The production module produces an activator, C, of clotting


with higher-order autocatalysis, while the consumption mod-


ule linearly consumes C. Other kinetic schemes may be used,


such as production with simple autocatalysis and consump-


tion with Michaelis–Menten kinetics, as long as the produc-


tion curve has higher upward curvature than the consumption


curve. The precipitation module forms a clot at a high con-


centration of C, [C]. These modules were selected so that the


competition between the production and consumption mod-


ules created three steady states in the system, leading to a


threshold response to [C] (Figure 2B, only two steady states are


shown). Together, these modules and their interactions pro-


vide a mechanistic description of the threshold responses in


hemostasis.


The Chemical Model Implemented with Microfluidics
Reproduces the Function of Hemostasis. A synthetic chem-


ical model based on this modular mechanism was developed


by replacing each module with a chemical reaction with the


same overall kinetics. This chemical model consisted of three


nonbiological reactions, where the activator, C, was acid,
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H3O+. The production and consumption modules were repre-


sented by a solution containing two competing chlorite-
thiosulfate reactions, where one reaction autocatalytically


produces H3O+ and the other linearly consumes H3O+.43 The


precipitation module was represented by using sodium alginate,


which will precipitate or “clot” at high concentrations of H3O+.


This “clotting” was visualized by using a pH-sensitive dye. To


determine whether the reaction mixture reproduced the overall


dynamics of the network, we used microfluidics to test whether


the reaction mixture would self-repair by localized “clotting”.5


“Damage” was introduced by puncturing the microfluidic device


with a syringe needle (Figure 3B, green). In the absence of dam-


age, the chemical reaction mixture did not “clot” (Figure 3A).


When damage was introduced, the chemical reaction mixture ini-


tiated spontaneous “clot” formation with precipitation of alginic


acid, and this “clot” remained localized to the damaged chan-


nel (Figure 3B, yellow).5


The Modular Mechanism and the Chemical Model
Predict the Spatial Dynamics of Hemostasis. Models are


meaningful when they make nontrivial predictions. Two func-


tions critical to a normal clotting response are ensuring that


clotting initiates and remains localized to areas of substantial


vessel damage. According to the modular mechanism, both


initiation and propagation of clotting are regulated by a


threshold response to [C]. This threshold response is mani-


fested by the occurrence of clotting only when [C] exceeds a


threshold concentration necessary to initiate clotting, [Cthresh].


This mechanism and the chemical model made two


predictions.


Prediction 1: Initiation of Clotting Is Regulated by a
Threshold Response to the Dimensions of the Clotting
Stimulus on a Surface. In the chemical model, initiation of


“clotting” is regulated by a threshold response to [C] (Figure


4A). We predicted that “clotting” would also show a thresh-


old response to the size of a patch of stimulus.4,44,45 Experi-


mentally, “clotting” initiated on patches larger than a threshold


size but not on patches smaller than a threshold size (Figure


4B). This threshold to patch size is regulated by the competi-


tion between reaction, which produces C, and diffusion, which


removes C (Figure 4C). For a large patch, diffusion only


removes C from the edge of the patch, allowing a high [C] to


accumulate in the center. For a small patch, diffusion is able


to remove C from the entire patch, preventing [C] from reach-


ing the threshold.


The size of an individual patch, not the total surface area


of an array of patches, regulates the threshold response of ini-


tiation.4 When the chemical reaction mixture was exposed to


arrays of patches of different sizes (Figure 5A), initiation


occurred in a threshold-dependent manner. In these experi-


ments, the threshold patch size was ∼200 µm (Figure 5C). For


the chemical reaction mixture, a simple scaling equation could be


used to estimate the value of this threshold patch size from the


“clot” time (reaction time) and the diffusion coefficient of C.45


FIGURE 3. The chemical model reproduced a function of the
complex network of hemostasissself-repair by localized “clotting”:5


(A) Schematic drawing showing the geometry of the microfluidic
device used to test the function of the chemical model. In the
absence of damage (green), the chemical reaction mixture did not
“clot”. (B) After damage was introduced by puncturing a channel,
“clotting” (yellow) initiated and remained localized to the damaged
channel. Black vertical arrows indicate the direction of flow.
Adapted with permission from ref 5. Copyright 2004 Wiley-VCH
Verlag GmbH & Co. KGaA.


FIGURE 4. The chemical model predicted the existence of a
threshold patch size necessary to initiate blood clotting: (A) When
the chemical reaction mixture was exposed to large patches of
stimulus (green) in a microfluidic chamber, initiation of “clotting”
(yellow) occurred. Experimentally, the chemical reaction mixture
described above was placed over surface patches that produced
H3O+ when exposed to UV light. “Clotting” in the reaction mixture
resulted from a switch from basic to acidic conditions, the
precipitation of alginic acid, and increased fluorescence of a pH-
sensitive dye. (B) Time-lapse fluorescent microphotographs show
that the chemical reaction mixture does not “clot” on small patches,
but does “clot” on large patches. (C) Schematic explanation of the
effect shown in panel B. On a small patch, diffusion dominates,
maintaining the [C] below [Cthresh]. On a large patch, diffusion is less
effective, and reaction dominates, allowing [C] to exceed [Cthresh].
Adapted with permission from ref 4. Copyright 2006 National
Academy of Sciences, U.S.A.
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To test this prediction, human blood plasma was exposed


to arrays of patterned supported lipid bilayers with patches of


reconstituted tissue factor as the stimulus (Figure 5B).4 When


clotting initiated, thrombin was produced, indicated by fluo-


rescence of a blue thrombin-sensitive substrate. As predicted,


initiation occurred in a threshold-dependent manner. In these


experiments, the threshold patch size was ∼50 µm (Figure


5D). The scaling relationship between reaction time and the


threshold patch size was also obeyed for human blood


plasma.45


Prediction 2: Propagation of Clotting Is Regulated by
a Threshold Response to the Shear Rate at Vessel
Junctions. To show that propagation of “clotting” is regulated


by a threshold response to [C], the leading edge of a propa-


gating “clot” was exposed to different shear rates, γ̇ [s-1].5


Shear rate describes the effectiveness of removal of C by the


flow. A microfluidic device was designed to allow initiation of


“clotting” in the initiation channel (horizontal) without caus-


ing “clotting” in the connecting flow channel (vertical, Figure


6). The “clot” propagated up to the junction of these two chan-


nels. Whether propagation continued through the junction


depended on γ̇ in the flow channel (Figure 6B,C). The thresh-


old dynamics of propagation is also explained by the compe-


tition between production and removal of C (Figure 6D).


According to this mechanism, a clot will propagate as a reac-


tive front if [C] remains above [Cthresh].


To test this prediction with human blood plasma, microf-


luidic channels coated with phospholipids were used.6 Clot-


ting was initiated in the initiation channel without causing


clotting in the flow channel (Figure 7A). Propagation46 through


the junction stopped or continued depending on γ̇ in the flow


channel (Figure 7B,C).


FIGURE 5. Initiation of clotting in the chemical model and in human blood plasma displayed a threshold response the size of a patch of
stimulus: (A) Time-lapse fluorescent microphotographs show that initiation of “clotting” (yellow) of the chemical model depends on the size
of an individual patch of stimulus (green) and not the total surface area of patches. Experiments with the chemical model were performed in
the same fashion as shown in Figure 4. (B) Time-lapse fluorescent microphotographs show that initiation of clotting of human blood plasma
(visualized by a blue thrombin-sensitive fluorescent dye) also depends on the size of an individual patch of stimulus (red) and not the total
surface area of patches. (C, D) Quantification of the threshold patch size in the chemical model (C) and in human blood plasma (D). Reprinted
with permission from ref 4 with minor modifications. Copyright 2006 National Academy of Sciences, U.S.A.
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Overall, this approach provided mechanistic insights into


the role of transport phenomena and threshold responses in


the regulation of blood clotting. These insights may be use-


ful for the development of therapies to control initiation and


propagation of clotting beyond sights of vascular damage. In


addition, the microfluidic devices developed in this approach


could evolve into more sensitive and more predictive diag-


nostic tools.


Microfluidic Tools to Determine the
Dynamics of Patterning of the Drosophila
Embryo
We are currently using a similar approach to understand


robustness of embryonic development. The embryo begins as


an undifferentiated single cell, and in the process of develop-


ment, it patterns itself into progressively finer features, ulti-


mately leading to the complex body plan of the adult


organism. This patterning is robustsit takes place reliably at


different temperatures and for embryos of different sizes. For


example, during early development of the Drosophila embryo,


the protein Hunchback is expressed in one half of the embryo.


In other words, the embryo “knows” the location of its mid-


dle and can find its middle regardless of temperature. Robust-


ness of development, temperature compensation, and


regulation of size are biological problems of intense interest.


In addition, there is a fascinating chemical problem: what is


the simplest chemical system that can “find its middle”? Would


this system operate by a mechanism similar to the one used


by embryos?


The development of the Drosophila embryo has been


extensively studied, but we still do not know all of the molec-


ular players and their roles in orchestrating development and


making it robust.47 Prior to fertilization, maternal copies of


bicoid mRNA are deposited into the embryo and are local-


ized to the anterior pole.8,48 Upon fertilization, bicoid mRNA


is translated into Bicoid protein, which forms a concentration


gradient along the antero-posterior axis of the embryo.8


Binding assays have shown that Bicoid binds to the promoter


FIGURE 6. The chemical model predicted that localization of a
propagating “clot” to a damaged vessel is dependent on shear rate,
γ̇: (A) Simplified schematic drawing of the microfluidic device used
to test the dependence of “clot” (yellow) propagation through a
junction on γ̇. Experimentally, “clotting” of the chemical reaction
mixture was initiated in the initiation channel (horizontal) in the
absence of flow, and propagation of the “clot” from the initiation
channel into the flow channel (vertical) was monitored. (B) When γ̇
in the flow channel was above the threshold γ̇, “clot” propagation
remained localized to the initiation channel. (C) When γ̇ in the flow
channel was below the threshold γ̇, “clot” propagation did not
remain localized to the initiation channel. In panels A-C, black
arrows indicate the direction of flow. Adapted with permission from
ref 5. Copyright 2004 Wiley-VCH Verlag GmbH & Co. KGaA. (D)
Schematic drawing showing the proposed mechanism regulating
“clot” propagation. Adapted with permission from ref 5. Copyright


2004 Wiley-VCH Verlag GmbH & Co. KGaA.


FIGURE 7. Localization of clotting of human blood plasma is
dependent on shear rate, γ̇: (A) Simplified schematic drawing of the
microfluidic device used to test the dependence of clot (blue)
propagation through a junction on γ̇. Experimentally, clotting of
human blood plasma was initiated in the initiation channels in the
absence of flow and propagated to the junction between the
initiation channels and the flow channel. As human blood plasma
was flowed through the flow channel at a specific γ̇, propagation of
clotting was monitored in the flow channel at both the junction
and the “valve”. (B) When the γ̇ in the flow channel was above the
threshold γ̇, clotting remained localized to the initiation channels
and did not propagate through the junction. (C) When γ̇ in the flow
channel was below the threshold γ̇, the clot propagated through
the junction, into the flow channel, and into the “valve”. Arrows
indicate the direction of flow. Reprinted in part with permission
from ref 6. Copyright 2007 American Chemical Society.
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region of the hunchback gene, activating transcription of


hunchback mRNA and subsequent translation of Hunchback


protein.8 Presumably due to activation by a threshold level of


Bicoid, Hunchback is expressed only in the anterior half of the


embryo. However, known molecular interactions do not


explain how Hunchback is expressed in only one half of the


body of the embryo at different environmental temperatures.


It is possible that the patterning network is intrinsically tem-


perature-compensated,49 although both the rate of develop-


ment50 and Bicoid concentration gradient17 are affected by


temperature.


The simplest mechanism for “finding the middle” relies on


two opposing gradients emanating from the two poles of the


embryo. The gradients could be of concentration or, more


broadly speaking, of activity of molecules. One gradient is of


activators, such as Bicoid, and the other gradient is of inhibi-


tors, such as Oskar, Nanos, or Caudal. Hunchback is expressed


only where the concentration of the activators is higher than


the concentration of inhibitors. As long as the gradients cross


in the middle of the embryo, and as long as they have the


same temperature sensitivity, this mechanism provides robust


expression of Hunchback in just one half of the embryo,


regardless of temperature or the size of the embryo. This


mechanism also predicts that Hunchback expression should


shift if one side of the embryo is heated while the other side


is cooled. To understand the dynamics of the network that


maintains robust Hunchback position and to test the oppos-


ing gradient model in particular, network-level approaches are


needed. To address this need, we developed a microfluidic


platform to control and perturb the environment around a


developing embryo.7,51


Using Microfluidics To Probe the Mechanism of
Robust Hunchback Expression. We used dual-stream lami-


nar flow to control independently the temperature of each half


of a developing Drosophila embryo suspended in a microflu-


idic channel, creating a temperature step (T-step) across the


embryo (Figure 8A,B). The flow and temperature profiles were


characterized experimentally and by numerical simulations.51


Surprisingly, embryos exposed to a T-step developed normally.7


The position of the Hunchback boundary did not shift, reject-


ing the simplistic opposing gradient model (Figure 8C).


However, when the orientation of the T-step was reversed


between 65 and 100 min of development, Hunchback expres-


sion was more variable (Figure 8D), suggesting that there is a


critical time point in robust Hunchback positioning.7 These


results suggest that the mechanism that determines the


Hunchback boundary is asymmetric, time-dependent, and


more complex than two opposing gradients.


To understand robustness of embryonic development fully,


the molecular players and the correction mechanisms must be


identified. Yet, this has proven difficult. Interestingly, “nones-


sential” molecular components and pathways are being dis-


covered. They are active in early development, but removing


them does not seem to affect development. There is a tanta-


lizing possibility that these newly discovered components are


involved in the compensation mechanisms responsible for


robustness of development. Why are they nonessential? It


may be difficult to identify compensation mechanisms when


development takes place under ideal laboratory conditions


with no perturbations for which to compensate. It is possible


that these “nonessential” components are, in fact, responsi-


ble for robustness, but their function needs to be re-exam-


ined under perturbed and more stressful conditions.


Microfluidics provides an opportunity to test this hypothesis by


perturbing, in space and time, development of embryos with


mutations in the “nonessential” pathways. These experiments


would represent the convergence of both reaction and net-


work level analysis.


Conclusions
Understanding spatial dynamics of complex reaction networks


is an exciting challenge for chemistry. The approach described


FIGURE 8. A microfluidic platform was developed to differentially
control the temperature of each half of a developing Drosophila
embryo in both space and time: (A) schematic drawing of the
microfluidic device with an embryo exposed to two different
temperatures; (B) in embryos exposed to the temperature step (T-
step), the cool half developed more slowly than the warm half,
illustrated by the difference in nuclear density; (C) the position of
the Hunchback boundary, determined by immunostaining, is
normal in embryos developed in a T-step; (D) a time-dependent T-
step induced variation in the location of the boundary. EL stands
for embryo length. Adapted with permission from ref 7. Copyright
2005 Nature Publishing Group.
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here relies on separating these networks into modules and


creating simple experimental or computational models by


replacing each module by a single reaction. Then, microfluid-


ics is used to build experimental models and to probe and


control the complex network itself. This approach is likely to


be most useful for systems with nonlinear interactions and


where spatial dynamics is essential for function. Interactions


in the immune system and bacterial communities are certainly


interesting in this respect. Connecting these network-level


approaches to the knowledge provided by studies at the level


of individual reactions is clearly importantsto design a small


molecule that affects the network in the desired direction, we


need to know the components of each module. The conver-


gence of analysis at the level of individual reactions and of


entire networks is especially appealing, as it may lead to con-


ceptually different ways of controlling complex networks, with


potential relevance to medicine and engineering. Rather than


focusing on inhibiting or activating a single enzyme or a


receptor, we may focus on shifting a threshold, controlling the


position of a steady state, or controlling a spatial concentra-


tion profile. We are also excited by the chemical opportuni-


ties. How do we use modular mechanisms to construct simple


chemical systems that perform functions reminiscent of the


functions of living systems? At what level of complexity do we


see emergence of new functions?44 At what level of complex-


ity do these systems begin to evolve? Exploring these ques-


tions and directions will certainly be intensely interesting, and


would have the potential to impact both fundamental and


applied science.
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C O N S P E C T U S


The extent to which spatial constraints influence rates and
pathways in catalysis depends on the structure of inter-


mediates, transition states, and active sites involved. We aim
to answer, as we seek insights into catalytic mechanisms and
site requirements, persistent questions about the potential for
controlling rates and selectivities by rational design of spa-
tial constraints around active sites within inorganic struc-
tures useful as catalysts. This Account addresses these
matters for the specific case of reactions on zeolites that con-
tain Brønsted acid sites encapsulated within subnanometer
channels.


We compare and contrast here the effects of local zeo-
lite structure on the dynamics of the carbonylation of sur-
face methyl groups and of the isotopic exchange of CD4


with surface OH groups on zeolites. Methyl and hydroxyl groups are the smallest monovalent cations relevant in catal-
ysis by zeolites. Their small size, taken together with their inability to desorb except via reactions with other spe-
cies, allowed us to discriminate between stabilization of cationic transition states and stabilization of adsorbed reactants
and products by spatial constraints. We show that apparent effects of proton density and of zeolite channel structure
on dimethyl ether carbonylation turnover rates reflect instead the remarkable specificity of eight-membered ring zeo-
lite channels in accelerating kinetically relevant steps that form *COCH3 species via CO insertion into methyl groups.
This specificity reflects the selective stabilization of cationic transition states via interactions with framework oxygen
anions. These findings for carbonylation catalysts contrast sharply the weak effects of channel structure on the rate
of exchange of CD4 with OH groups. This latter reaction involves concerted symmetric transition states with much lower
charge than that required for CH3 carbonylation. Our Account extends the scope of shape selectivity concepts beyond
those reflecting size exclusion and preferential adsorption. Our ability to discriminate among various effects of spa-
tial constraints depends critically on dissecting chemical conversions into elementary steps of kinetic relevance and
on eliminating secondary reactions and accounting for the concomitant effects of zeolite structure on the stability of
adsorbed reactants and intermediates.


Introduction
Zeolites are crystalline inorganic framework


oxides with channel and pocket dimensions typi-


cally smaller than 1 nm. Their constrained envi-


ronments can be used to recognize molecules and


promote specific transition states using shape or


size as selection criteria; they are used broadly in


practical applications of catalysis, ion exchange,


and adsorptive separations.1–5 The advent of


medium-pore zeolites, with ten-membered ring


structural channels of 0.5–0.6 nm dimensions led


to experimental evidence and theoretical interpre-


tations of shape selectivity, through which topo-


logical effects on reactivity reflect in general


geometric factors and more specifically the exclu-


sion of molecules or transition states based on
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size.6–11 The strong effects of pore size and shape as they


become “commensurate” with those of reacting species and


the concomitant effects on enthalpies and entropies for


adsorption and reaction have been noted broadly and


convincingly;12–18these effects become less noticeable when


reactants, products, and activated complexes are significantly


smaller than the spaces within which reactions occur. For high-


silica zeolites (with sites of uniform acid strength19–21), with


channels that allow facile entry and egress of reactants and


products and within which transition states are not rigorously


excluded by size, the local environment influences rates and


reaction paths via subtle cooperative interactions that stabi-


lize specific transition states. Theory has noted electronic per-


turbations in frontier orbitals of physisorbed olefins with


increasing Al substitution in zeolites and with changes in pore


topology,22,23 in the conformation and stability of bound


alkoxides with local structure around the Al binding


center,24,25 and in the energy of cationic transition states


because of interactions with framework oxygen anions.26


Experimental verifications of these effects remain elusive and


subject to contradictory interpretations, and specific effects of


environment on transition states, without concurrent effects on


reactants and products, have not been demonstrated by


experiment or theory. As a result, the concepts of transition


state, reactant, and product shape selectivity have remained


intertwined. Our recent studies of dimethyl ether (DME) car-


bonylation catalysis (Scheme 1)27–29 and hydrogen–deute-


rium (H-D) isotopic exchange focus on systems that allow a


more precise delineation of zeolite-induced effects on the sta-


bility and dynamics of adsorbates and activated complexes


and the deconvolution of these effects from concurrent


adsorption and diffusion phenomena ubiquitous in zeolite


catalysis.


Zeolites as Microporous Hosts That
Stabilize Cationic Intermediates
Isomorphous substitution of Al for Si introduces a negative


charge into crystalline silicates. Charge-compensating cationic


species balance this charge and allow zeolites to stabilize cat-


ionic intermediates, otherwise unstable in their unsolvated


form, via interactions with anionic framework oxygens


exposed at channel walls. The structure and spatial environ-


ment of these materials can also inhibit specific reactions, such


as nucleophilic attack, by preventing effective overlap between


electron pairs in the nucleophile and available orbitals in the


electron-deficient moiety. We discuss here the specific case of


catalytically relevant monovalent cations consisting of meth-


yls or protons, the smallest stable species relevant to hydro-


carbon catalysis.


Surface Intermediates and Transition States
Involved in Hydrocarbon Reactions over
Zeolites
Kazansky and Senchenya30 proposed that ethene forms


covalently bonded ethoxides upon protonation via carbenium-


ion-like transition states. 13C Magic angle spinning nuclear


magnetic resonance (MAS NMR) studies have not detected car-


benium ions as permanent species upon adsorption of propyl-


ene or 2-methyl-2-propanol in zeolites;31,32 these studies


concluded that interactions between adsorbates and frame-


work oxygen atoms were strong and that adsorbed species


were best described as alkoxides, characterized by a C-atom


bound to a lattice oxygen with sp3 hybridization. In general,


strong Coulombic interactions between adsorbed species and the


zeolite lattice substantially modify the geometry and reactivity of


adsorbed surface species and result in stable intermediates that


resemble covalently bound alkoxide intermediates.24,33–35 The-


ory has also suggested that transition states in hydrocarbon


rearrangements are significantly charged on acidic zeolites


(∼0.7–0.8 e), consistent with the qualitative success of argu-


ments based on carbenium-ion chemistry in predicting the


reactivity and selectivity for such catalytic reactions; these pre-


dictions reflect predominantly the ranking of activation barri-


ers by carbocation stability instead of by the energies of the


corresponding alkoxides.36 The development of rigorous


descriptions of size and shape effects in zeolite catalysis


requires the isolation of long-lived adsorbed intermediates


(surface alkoxides) and a detailed assessment of the effects of


local environment on the reactivity of these intermediates.


These demonstrations have remained elusive for alkoxide-


mediated hydrocarbon catalysis because the complexity of the


relevant reaction networks, often comprising hundreds of


chemical reactions and elementary steps, makes the isola-


tion of primary pathways a formidable task. Also, as discussed


by Clark et al.,37 the inability to explicitly account for spatial


constraints imposed by the zeolite framework in terms of


entropic and enthalpic contributions to the stability of inter-


SCHEME 1. Carbonylation of Dimethyl Ether To Produce Methyl
Acetate
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mediates and transition states, combined with the ensemble-


averaging required because of the structural and chemical


nonuniformity of zeolite protons, precludes the unambig-


uous assignment of reactivity differences among zeolites to


perturbations induced by the simple encapsulation of reac-


tants or transition states within zeolite cavities.


Persistent Species Adsorbed in Zeolites
Persistent carbenium ions have only been detected as bulky


cyclic species, which delocalize charge effectively and for


which steric constraints prevent direct covalent linkages with


framework oxygen anions because of these constraints. Den-


sity functional theory (DFT) calculations indicate that these car-


benium ions form on zeolites via electrostatic stabilization of


ion pairs, but only for molecules with proton affinities above


∼870 kJ/mol.38 These cationic methylated benzene species


have been implicated as the “hydrocarbon pool” in methanol


homologation catalyzed by zeolites.39–41 Alkoxides (or carbe-


nium ions) have not been isolated for smaller organic mole-


cules at conditions relevant to catalysis, because these


alkoxides equilibrate rapidly with their alkene precursors. The


latter react rapidly via oligomerization, �-scission, and isomer-


ization reactions that form and cleave C-C bonds many times


in the time required for the extraction of the surface interme-


diate via desorption as a stable molecule. These reactions lead


to broad distributions of products formed from a common


pool of gas-phase and adsorbed alkenes and make it diffi-


cult to establish the contributions from monomolecular and


bimolecular pathways from selectivity data.


Surface methyls (methoxy species) are the simplest and


most stable alkoxides; more importantly, they cannot depro-


tonate to a stable product. They have been widely implicated


in putative, and often disputed, “direct” mechanisms for meth-


anol homologation. These methyl groups are stable, small,


and spectroscopically accessible; their inability to form a


deprotonated product and their small size relative to the


dimensions of zeolite cavities may allow a more rigorous


assessment of the role of spatial constraints on the reactivity


of alkoxide-type intermediates. Here, we compare the effects


of zeolite topology on methyl and proton reactivity. Protons


are the smallest counterion in zeolites; they are stable even


above 773 K and are the species least likely to sense the


topological features of their surrounding environment because


of their small size.


Song et al.42 noted the stability and unreactive nature of


methanol/DME derived C1-intermediates in homogolation


reactions in the absence of a primordial hydrocarbon pool. A


recent theoretical study probed C-C bond formation from


methanol-derived precursors and also concluded that all


routes proceeding via bound methyls have inaccessible acti-


vation barriers.43,44 The routes rejected include those medi-


ated by carbene intermediates in equilibrium with methyls


(∆Erxn ) +240 kJ/mol for Z(O)-CH3 deprotonation) and ylide-


type species, which are unstable because of the weakly basic


nature of framework oxygens. On SAPO-34, H-D scrambling


between equimolar CH3* and CD3* mixtures preformed by


CH3OCD3 dissociation was not detectable for periods over 2 h


at 573 K, and subsequent reactions with H2O-D2O mixtures


form DME with isotopically intact CH3* and CD3* groups, indi-


cating that C-H activation in methyls did not occur during


reactions with dimethyl ether, methanol, and water at these


temperatures.45


We have recently explored the carbonylation of DME at


low temperatures (408–453 K) on Brønsted acids. Methyl


acetate forms via rate-determining CO insertion into CH3*


groups; this step was probed by stoichiometric reactions of


preadsorbed methyls with CO. All zeolites examined (H-MFI,


H-MOR, H-FER) adsorbed 0.5 ( 0.05 DME/Al upon exposure


to DME at 423 K, as expected from stoichiometric methyla-


tion of Al sites (CH3/Al ) 1.0 ( 0.1), with the concurrent evo-


lution of acidic protons as water.27 Infrared spectra showed


that these methylation reactions weakened and ultimately


suppressed O-H stretching bands (∼3600 cm-1) and led to


the concurrent emergence of spectral features assigned to


CH3* groups. These methyl groups persisted in dynamic vac-


uum at 423 K for >1 h, consistent with the presence and sta-


bility of CH3* groups during carbonylation.28 CH3OCH3-
CD3OCD3-CO mixtures led to fast methyl scrambling via


unproductive methoxylation of CH3* with DME (possibly via


trimethyl-oxonium intermediates), without detectable isoto-


pic dilution of methyl groups, as also found by Marcus et al.45


in their study of H-D exchange for CH3*-CD3* mixtures on


SAPO-34 at 573 K.


Reactivity of Stable Surface CH3* Species in
Zeolites
CH3* groups can act as methylating agents in reactions with


strong nucleophiles, such as water, methanol, and aromat-


ics.46–49 Jiang et al.50 recently detected reactions of CH3* with


nucleophiles (e.g., amines, HCl) in stopped-flow MAS NMR


spectra of adsorbed products. The interactions of CH3* groups


with weak nucleophiles and the effects of zeolite topology in


stabilizing required intermediates or transition states involved


remain unexplored. Our recent studies have examined the


effects of local environment on the reactivity of CH3* with CO,


a prototypical weak nucleophile.
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These measurements were carried out by methylating


acidic zeolites with CH3OCH3 and then introducing CO to form


surface acetyls, which upon reintroduction of DME (or


DME-CO mixtures) lead to methyl acetate from acetyls


formed during the intervening exposure of methyls to CO. The


methyl acetate formed after exposure to CO for various peri-


ods of time gives the number of stranded acetyls formed via


CO reactions with CH3* groups. These acetyls desorb (as


methyl acetate) upon methoxylation by DME in a step that


restores the methyl group used to form acetyl groups. These


rates are similar (within a factor of 2 for H-MOR and H-FER) to


steady-state DME carbonylation rates (per Al), consistent with


C-C bond formation via CO insertion into Z(O)-CH3* species


in fully methylated surfaces as the sole kinetically relevant


step in DME carbonylation. The persistence of surface meth-


yls and acetyls, defined as their inability to desorb except by


methoxylation reactions, allowed us to confirm their interme-


diate role within elementary steps during DME carbonylation


cycles at steady state (Figure 1).


The reactivity of CH3* species in carbonylation reactions dif-


fered markedly among zeolites. DME carbonylation turnover


rates were much higher on H-MOR (∼1 mol (mol H+)-1 h-1)


than on H-FER (∼0.1 mol (mol H+)-1 h-1). Rates were nearly


undetectable on H-MFI, H-USY, H-BEA, and mesoporous silica–


alumina (<0.03 mol (mol H+)-1 h-1). H-MOR samples from


different sources or those with varying Si/Al ratio or Brønsted


acid site density (e.g., by Na titration) gave methyl acetate syn-


thesis rates (per H+) that seemed to increase monotonically


with increasing H+ density (and proximity). These trends


appeared to contradict the uniform reactivity of zeolitic acid


sites and the sole involvement of Al sites (and their associ-


ated protons) in the formation and reactions of CH3* interme-


diates.28 These studies implicate a role of local zeolite


structure on the reactivity of surface CH3* species and, for


MOR materials, reflect a range in reactivity of CH3* groups (for


reactions with CO) depending on their location or on the num-


ber and proximity of Al centers within MOR structures.


H-MOR consists of twelve-membered ring (12-MR) main


channels with intersecting 8-MR channels (side pockets), while


H-FER contains intersecting 10-MR and 8-MR channels. The


frequency shift for antisymmetric O-H stretches in H-MOR


during adsorption of probe molecules of varying size was used


to assign bands at 3610 and 3590 cm-1 to O-H species in


12-MR and 8-MR, respectively. These assignments were then


used to deconvolute the O-H vibrational spectral features and


to measure the number of O-H groups in 8-MR, 10-MR, and


12-MR environments in acid and cation-exchanged forms of


MOR and H-FER after adsorption of basic probe molecules of


varying size. The OH bands in MOR became more symmetri-


cal with increasing Na+ content, because Na cations selec-


tively titrate OH groups within 8-MR side pockets.


The effects of H+ density and zeolite structure on DME car-


bonylation rates reflect the remarkably higher reactivity of


CH3* groups located within 8-MR relative to those within


10-MR (FER) or 12-MR (MOR) channels and the selective titra-


tion or removal of sites within 8-MR channels by titration with


cations or by leaching, respectively. These strong effects of


spatial constraints also led to low reactivity in catalysts con-


taining only 10-MR, 12-MR, or mesoscopic channels (Figure


2).29 Such specificity of CH3*-CO reactions upon confinement


appears to be unprecedented in catalysis by zeolites.


We ask next what accounts for the specificity of 8-MR chan-


nels in CH3*-CO reactions and, more generally, what other


reactions and zeolite structures are likely to exhibit such sen-


sitivity to spatial constraints. The specificity of 8-MR channels


in CH3*-CO reactions may reflect a selective stabilization


either of acetyl-like transition states or of CO molecules as


they approach CH3* groups. Concerted interactions of these


carbocationic transition states with lattice oxygen anions


within 8-MR channels may give rise to their selective stabili-


zation within 8-MR channels relative to adsorbed CH3* reac-


tants and CH3CO* products with significantly lower ionic


charge. These reactants and products are predominantly sta-


bilized by covalent bonds to vicinal framework oxygen atoms.


This hypothesis suggests that these channel size effects will be


much weaker for reactions involving less ionic transition


states, such as isotopic H-D exchange between C-H bonds


of alkanes and hydroxyl groups bound to zeolite Al sites.


Role of Zeolite Topology in the Isotopic
Exchange of CD4 with H-Zeolites
The smallest charge-balancing cation in zeolites is a proton. At


high Si/Al ratios (>10), the acid strength of isolated OH


groups, assessed from NH3 desorption data and Monte Carlo


simulations of NH3 desorption is essentially the same in all


FIGURE 1. Proposed sequence of elementary steps for DME
carbonylation to methyl acetate.
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zeolites (ENH3
binding excluding nonspecific interactions with


the zeolite lattice ∼120 ( 10 kJ/mol for MFI, FER, and


MOR).21 Protons are also a spectroscopically accessible and


isolated small moiety, the chemical dynamics of which may


allow us to probe the reactivity of H+ species in structurally


related zeolite host environments and to ascribe pore-con-


trolled reactivity in zeolites specifically to local effects of the


zeolite environment on the potential energy surface sensed by


reacting species along the reaction coordinate.


Hydrogen–deuterium isotopic exchange between CD4 and


OH groups in Brønsted acids can probe the chemical proper-


ties of protons (Scheme 2) and often provides validation for


theoretical treatments of reaction dynamics.51–53 Exchange


involves the transfer of the proton in acidic OH groups to the


C atom in CD4 in concert with the transfer of one D atom from


CD4 to a vicinal framework oxygen. The reaction coordinate


is symmetric about the O-H-C and C-D-O bond centers;


such processes have been proposed to occur via transition


states with penta-coordinated carbon atoms and without sig-


nificant charge separation.36,51 Thus, we explore next whether


OH groups with varying local environments undergo isotopic


exchange at markedly different rates and compare these


effects of environment with those measured for DME carbo-


nylation reactions.


The ability to deconvolute infrared bands for O-H groups


in 8-MR and 12-MR channels in H-MOR during isotopic


exchange with CD4 allowed us to measure their respective


rates of exchange with CD4. Isotopic exchange rates for


hydroxyl groups in 8-MR and 12-MR channels of MOR are


very similar (within a factor of 1.5) and do not show the


remarkable specificity of 8-MR channels detected for CH3*-CO


reactions (Figure 3).


The coverage of CH4-derived intermediates at H+ sites is


low at H-D exchange temperatures (∼673 K). Neither higher


hydrocarbons nor CH3* infrared bands were detected during


exchange, indicating that CH4 decomposition did not concur-


rently occur. The reasonable assumption that solvating effects


of zeolite channels on activated complexes (involving a sur-


face proton and a solvated paraffin) are similar to those on


precursor states for CD4-OH reactions54 leads to rates rigor-


ously proportional to intrazeolitic methane concentrations and


to its pressure in the contacting fluid:


r ) kKP (1)


where k is the intrinsic rate constant for H-D isotopic


exchange of CH4-derived intermediates and K is the equilib-


rium adsorption constant for methane. Our infrared measure-


ments on H-MFI and H-FER also give CD4-OH exchange rates


(per H+) very similar to those on H-MOR, as shown by the rate


constants in Table 1. The 5-fold (or lower) observed differ-


ence in the rate of isotopic H-D exchange (per H+) among


H-FER, H-MOR, and H-MFI is in stark contrast with the 100-


FIGURE 2. DME carbonylation rates plotted against the number of total H+ sites in (i) H-MOR (Si/Al ) 10, Zeolyst) and cation-exchanged
MOR samples (b), (ii) H-MOR samples with Si/Al ) 6.5 and Si/Al ≈ 10 (9), (iii) H-MFI (Si/Al ) 12.2), H-BEA (Si/Al ) 12.5), H-USY (Si/Al ) 3),
amorphous silica–alumina (Si/Al ) 3), and H-FER (Si/Al ) 10 and 33.5) (2) and (iv) H-MOR (Si/Al ) 10, Zeolyst) after dealumination by oxalic
acid treatments (1). Details regarding experimental protocols can be found in refs 27–29.


SCHEME 2. Proposed Mechanism for H-D Isotopic Exchange
between Alkanes and Hydroxyl Groups on Zeolites
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fold rate difference noted among these zeolites for CH3*-CO


reactions.


Theory and experiment agree that CD4-OH exchange pro-


ceeds at similar rates (per Al, within a factor of 5) on zeolites


with different structure.52,55 These rate differences reflect, at


least in part, differences in the basicity of framework oxygens


on zeolites with different channel structure and Si-O-Al


angles; the sensitivity of CD4-OH to the environment con-


taining the OH groups is, however, much weaker than those


we have reported for DME carbonylation. Clearly, effects of


zeolite pore size and connectivity on (adsorption and) cataly-


sis, in turn, depend on the specific (adsorbate and) reaction


chemistry.


Mechanistic Pathways for Organic
Reactions and the Influence of Zeolite
Structure
Reactions of organic compounds on zeolites involve the con-


version of adsorbed species via cationic transition states, for


which charge separation leads to unstable species and high


activation barriers.24 This charge can be delocalized via inter-


actions with vicinal framework oxygens; these nonlocal sol-


vation effects decrease activation energies but depend


sensitively on the local structure around intermediates


adsorbed at Al sites.56 Thus, the ionic character of the transi-


tion state and the positioning of the “solvent” within zeolite


channels determine how zeolite structure influences rates for


a given elementary step. Theory has shown that strong coop-


erative effects with negatively charged zeolite lattice oxygen


atoms and Brønsted acid sites with low proton affinity stabi-


lize such cationic transition states.26,36 The effects of zeolite


structure and of proton affinity are therefore expected to be


much weaker for reactions proceeding via more covalent tran-


sition states, which resemble reactants involved in forming


these transition states much more closely than for highly


charged transition states. These conjectures and suggestions


from theory have eluded experimental verification because


the local shape of the pore influences not only transition states


but also adsorbed reactants and products in elementary steps.


All OH groups in acidic zeolites (H-MFI, H-MOR, and H-FER)


irrespective of their spatial environment form CH3* groups and


chemisorb DME (0.5 ( 0.05 DME/Al at 423 K). The unreac-


tive nature of CH3* groups in C-H bond activation at these


temperatures and their inability to form desorbable stable mol-


ecules that restore protons makes these CH3* stable species


that desorb only upon reaction. The CH3* band in H-MOR can-


not be separated into contributions from sites in 8-MR and


12-MR channels of H-MOR, suggesting that any structural or


electronic differences arising from their different local envi-


ronment are spectroscopically undetectable. 13C MAS NMR


gives similar spectra for CH3* groups in H-MFI, H-MOR, and


H-FAU zeolites.46,47,50 CO adsorbed on H-MOR at 123 K


showed separable infrared bands for CO interacting with O-H


groups in 8-MR and 12-MR channels. Deconvolution of these


CO bands showed that equilibrium constants for CO interac-


tions with OH groups in 8-MR and 12-MR in H-MOR differ by


less than a factor of 2 at 123 K (Figure 4); the enthalpic con-


tributions to these differences in equilibrium constants will


diminish at the higher temperatures (∼423 K) relevant for car-


bonylation catalysis; thus, differences in equilibrium constants


between 8-MR and 12-MR will be smaller than a factor of 2


at reaction conditions. Infrared spectra recorded at 123 K on


methylated surfaces (prepared by dosing DME at 423 K and


degassing to a dynamic vacuum <10 Pa) did not show any


bands for CO species interacting with CH3* groups, consistent


with weak interactions of CO with CH3*-saturated surfaces. In


light of the absence of spectroscopic differences commensu-


rate with marked differences in observed rates (per Al) among


different zeolites for reactants in the kinetically relevant


FIGURE 3. Infrared spectra (s) and deconvoluted bands
corresponding to H+ in 8-MR (3576 cm-1) and 12-MR (3598 cm-1)
channels (---) of H-MOR (Si/Al ) 10, Zeolyst; 675 K; 17.5 kPa
CD4) at (a) 0%, (b) 20%, and (c) 40% conversion of OH groups.


TABLE 1. First-Order Rate Constants in [Pa-1 s-1] for CD4-OH
Exchange for H-Form Zeolites As a Function of Temperature


zeolite pore structure kapp (∼673 K) kapp (∼693 K)


H-MOR (Si/Al ) 10) 8-MR×12-MR 7.0 × 10-9a 8.0 × 10-9


H-MFI (Si/Al ) 12.5) 10-MR×10-MR 1.4 × 10-9 6.6 × 10-9b


H-FER (Si/Al ) 10) 8-MR×10-MR 1.1 × 10-9c 4.4 × 10-9


a Rate constant reported at 675 K. b Rate constant reported at 698 K. c Rate
constant reported at 663 K.
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CH3*-CO step, we suggested that the specificity of 8-MR chan-


nels for CH3*-CO reactions arises from selective stabilization


of carbocationic transition states via interactions with frame-


work oxygen anions. This stabilization is much weaker for


larger 10-MR or 12-MR channels or for mesopores in non-


zeolitic acids. In contrast, the reactant (CH3*-CO) and prod-


uct (CH3CO*) configurations are stabilized by covalent bonds


with framework oxygen atoms; as a result, they are only


weakly affected by more distant lattice oxygen atoms, the pre-


cise location of which varies with zeolite topology and ring


size. The nonlocal ligating character of oxygen anions influ-


ences predominantly carbocationic transition states.56 The dif-


ferent interactions required to stabilize adsorbed reactant


states and transition states may impair the accuracy of linear


free energy relationships or of correlation of rates with zeo-


lite acid strength for organic reactions occurring through


highly charged transition states (charge on the activated com-


plex of ∼0.7–0.8 e).36


These effects of environment on carbonylation rates pro-


vide a marked contrast with the similar rates found for con-


certed transition states involved in H-D exchange, which are


less charged and more covalent in character (charge on the


activated complex of ∼0.5 e).36 H-D isotopic exchange rate


differences can be ascribed instead to the (averaged) differ-


ence in basicity between the two lattice oxygen atoms that


participate in the reaction and to the effects of the local zeo-


lite structure in controlling the number of available oxygen


atom pairs accessible for this reaction. Indeed, linear free


energy relations based on proton affinity differences among


neighboring lattice oxygen atoms have been used to describe


reaction rates and to explain differences in CD4-OH reaction


rates between H-MFI and H-FAU.55 Hence, linear free energy


relations can only be used to predict reaction rates of acid-


catalyzed organic reactions when intermediates and activated


complexes in the kinetically relevant step possess similar


charge and are stabilized by interactions with the zeolite lat-


tice requiring similar structural motifs.


Outlook
Our understanding of pore-controlled reactivity in zeolites, as


well as our ability to use that understanding to develop new


conversion technologies, has evolved rapidly over the past 40


years, from a handful of curious examples to their ubiquitous


practice.57 The continuous evolution of these concepts


requires that we incorporate entropic and enthalpic effects that


the pore structure has on intermediates and activated com-


plexes along the entire reaction path.37 An obvious, but sel-


dom used strategy, is to formulate rates in highly nonideal


environments, such as those within zeolite channels, in terms


of rigorous thermodynamic treatments.54 These thermody-


namic nonidealities lead to alkane activation pre-exponen-


tial factors and activation entropies, seldom emphasized in


these systems, that clearly depend on the properties (and sol-


vation effects) of zeolite channels and of the acid sites that


these channels circumscribe.


These entropic contributions reflect the role of zeolite topol-


ogy in orienting (and preactivating) hydrocarbons.22 The crit-


ical role of entropy as channel occupation by adsorbed


molecules increases has been specifically related to the abil-


ity of the zeolite structure to maximize effective length differ-


ences between linear and branched isomers.15 A more


general description, however, must include the specific role of


protons and cations in determining adsorbate configurations


and the frequency and reactive success by which molecules


encounter others within zeolite pores (Scheme 3). The impor-


tance of analogous orientation effects on the coordination


FIGURE 4. Infrared spectra of the (a) CO species (2100–2250
cm-1) interacting with hydroxyl groups of H-MOR (Si/Al ) 10,
Zeolyst) and (b) OH stretching region (3000–3600 cm-1) upon CO
adsorption at 123 K.
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chemistry of saturated molecules is now being recognized58


and led Bercaw and Labinger59 to state that “the nature of the


σ-complex will play a major, probably the major role in deter-


mining reactivity and especially selectivity in C-H bond acti-


vation processes.”


A related question, and possibly the one most relevant to


our discussion here, is what volume of a zeolite pore does an


adsorbate or an activated complex sample? These three-di-


mensional internal void spaces defined by the zeolite lattice


may include channels, interconnections among channels, and


large cages connected by smaller windows or channels. What


diameter or size descriptor accurately captures the conse-


quences of spatial constraints on reactivity within such com-


plex volumes?60,61 How does the “activation volume” depend


on molecular size, on whether the reaction is unimolecular or


bimolecular, and on the size and charge of adsorbed reac-


tants and their transition states?


Only a small fraction of the large number of currently avail-


able zeolites is used in practice. This reflects, at least in part,


our emerging but incomplete knowledge about how such


structures influence reactivity by solvating intermediates and


activated complexes and by regulating the number and direc-


tionality of reactive encounters among molecules. Continu-


ous progress in the development of these concepts will require


experimental and theoretical approaches that probe these crit-


ical orientation and electronic descriptors. We will derive in


return more robust criteria to design microporous materials


that match the stringent spatial constraints required to direct


catalytic pathways with the reactivity and specificity of biolog-


ical catalysts.


Summary
Methyl and hydroxyl groups represent zeolite-surface species


that are least likely to be perturbed by other effects induced


because of confinement in molecular sized cavities and rep-


resent persistent cationic species that can only desorb by reac-


tion. Our studies of the carbonylation reaction of surface


methyl groups and H-D isotopic exchange of hydroxyl spe-


cies on zeolites probe and contrast the effects of encapsula-


tion of transition state complexes with varying charge within


zeolite micropores and in CH3*-CO reactions demonstrate a


specific case where zeolite pore topology may engender


changes in reactivity depending on critical charge and length


scales. The rational design of improved zeolite catalysts is an


important objective; this objective presupposes knowledge of


reaction mechanisms and, in turn, fundamental descriptors of


these mechanisms such as those we have discussed.
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C O N S P E C T U S


Unlike the air–water interface, the organic-aqueous (liquid–liquid) interface has not been exploited sufficiently for materials
synthesis. In this Account, we demonstrate how ultrathin nanocrystalline films of metals such as gold and silver as well as


of inorganic materials such as semiconducting metal chalcogenides (e.g., CdS, CuS, CdSe) and oxides are readily generated at the
liquid–liquid interface. What is particularly noteworthy is that single-crystalline films of certain metal chalcogenides are also obtained
by this method. The as-prepared gold films at the toluene-water interface comprise fairly monodisperse nanocrystals that are
closely packed, the nature and properties of the films being influenced by various reaction parameters such as reaction temper-
ature, time, reactant concentrations, mechanical vibrations, and the viscosity of the medium. The surface plasmon band of gold is
markedly red-shifted in the films due to electronic coupling between the particles. The shift of the surface plasmon band of the
Au film toward higher wavelengths with an accompanying increase in intensity as a function of reaction time marks the growth
of the film. Depending on the reaction temperature, the Au films show interesting electrical transport properties. Films of metals
such as gold are disintegrated by the addition of alkanethiols, the effectiveness depending on the alkane chain length, clearly evi-
denced by shifts of the surface plasmon bands. A time evolution study of the polycrystalline Au and CdS films as well as the single-
crystalline CuS films is carried out by employing atomic force microscopy. X-ray reflectivity studies reveal the formation of a
monolayer of capped clusters having 13 gold atoms each, arranged in a hexagonal manner at the toluene-water interface. The
measurements also reveal an extremely small value of the interfacial tension. Besides describing features of such nanocrystalline
films and their mode of formation, their rheological properties have been examined. Interfacial rheological studies show that the
nanocrystalline film of Ag nanoparticles, the single-crystalline CuS film, and the multilayered CdS film exhibit a viscoelastic behav-
ior strongly reminiscent of soft-glassy systems. Though both CuS and CdS films exhibit a finite yield stress under steady shear,
the CdS films are found to rupture at high shear rates. An important advantage of the study of materials formed at the liquid–
liquid interface is that it provides a means to investigate the interface itself. In addition, it enables one to obtain substrate-free
single-crystalline films of materials.
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Introduction
Self-assembly, the process of formation of ordered aggregates,


is a powerful strategy for creating novel structures of great


academic interest as well as of technological value. Interfaces


are an important means to generate two-dimensional self-


assemblies of nanocrystals, providing a constrained environ-


ment for organized assembly. The air–water interface has


been exploited for the preparation of films of metals and semi-


conductors, which have potential applications in nanodevices.


For example, nanocrystal assemblies of gold have been pre-


pared at the air–water interface by employing Langmuir–


Blodgett (LB) technique.1,2 Using a chloroform solution of


Au55(PPh3)12Cl6, Schmid et al.3 have self-assembled Au55


nanocrystals into monolayers in a LB trough. Somorjai and co-


workers4 have employed a LB trough to fabricate monolay-


ers of monodisperse Rh nanocrystals on Si wafers as model


2D catalysts. Catalysts for the oxidation of formic acid have


been prepared in the form of Langmuir layers of Fe20Pt80


nanoparticles.5 Bawendi and co-workers6 have prepared


monolayers of monodisperse trioctylphosphine oxide capped


CdSe quantum dots by the LB method. By exposing an LB film


of lead stearate to H2S, nanoparticles of PbS have been gen-


erated in the form of films.7 LB films of iron oxide nanopar-


ticles have been obtained by spreading a hexane suspension


of oleic acid capped γ-Fe2O3 nanoparticles at the air–water


interface.8 Properties of thin films obtained by the LB tech-


nique are determined by the nature of the substrate as well as


the reaction conditions, and the films are generally poly-


crystalline.


Unlike the air–water interface, the liquid–liquid (organic-
aqueous) interface has not been investigated sufficiently, and


it is only recently that there have been concerted efforts to


understand the structure of the liquid–liquid interface. The liq-


uid–liquid surface possesses unique thermodynamic proper-


ties such as viscosity and density. A liquid–liquid interface is


a nonhomogeneous region having a thickness on the order of


a few nanometers. The interface is not sharp, since there is


always a little solubility of one phase in the other. One of the


problems that has been studied in detail at the liquid–liquid


interface relates to interfacial charge transfer reactions and


dynamics.9 Distribution of ions and solvent molecules, which


determines the structure of a liquid–liquid interface, has


recently been investigated by Schlossman and co-workers.10


Using X-ray reflectivity and molecular dynamics simulations,


these workers find that ion sizes and ion–solvent interactions


affect the ion distributions near the interface. The relevance of


the liquid–liquid interface has been noted in some other areas


such as environmental chemistry, cell biology, and catalysis.


The interface between two immiscible liquids offers an impor-


tant alternative path for the self-assembly and chemical


manipulation of nanocrystals.11 Nanoparticles are highly


mobile at the interface and rapidly achieve an equilibrium


assembly by reduction in interfacial energy. The three param-


eters that have been found to influence the energy of the


assembly process at the liquid–liquid interface are (i) the


nature of the interface, (ii) surface modification of the nano-


particles at the interface, and (iii) the effective radius of the


nanoparticles, smaller nanoparticles adsorbing more weakly to


the interface than larger ones. Binks and Clint12 have theo-


retically treated the wetting of silica particles in terms of the


surface energies at the oil–water interface to interpret the


interactions between the solid and the liquid phases and to


predict the oil–water contact angles for a solid of given hydro-


phobicity. Only if the contact angle is exactly 90° will the par-


ticle be located at the middle of the oil–water interface.


Russel and co-workers13 have investigated the assembly of


phosphine oxide functionalized CdSe nanoparticles of two dif-


ferent diameters by competitive adsorption at the


toluene-water interface by employing fluorescence spectros-


copy. Benkoski et al.14 have developed the so-called fossil-


ized liquid assembly for the creation of 2-D assemblies from


nanoscale building blocks. By investigating the interactions of


a variety of particles such as uncharged, charged, functional-


ized, and nonfunctionalized, deposited at dodecanediol


dimethacrylate/water interface, they have shown that nano-


particles aggregate into a wide variety of complex morphol-


ogies. These results provide evidence for the importance of


asymmetric dipole interaction in generating the complex mor-


phologies. There are a few assorted reports in the literature


where the liquid–liquid interface or a mixture of immiscible


liquids has been used for the synthesis or crystallization of


nanostructures and other materials. The Brust method,15


which has been widely employed for the preparation of Au


nanocrystals by the reduction of AuCl4
- by NaBH4 in the pres-


ence of an alkanethiol, is carried out in a water–toluene mix-


ture in the presence of a phase-transfer reagent such as


tetraoctylammonium bromide. Stucky and co-workers16 have


prepared mesoporous fibers of silica by treating the silica pre-


cursor dissolved in an organic phase such as hexane, tolu-


ene, or CCl4 with surfactant molecules dissolved in the


aqueous phase. CdS nanoparticles in the form of LB films have


been prepared by reacting an aqueous CdCO3 solution with


CS2 in CCl4.17 Monodisperse, luminescent nanocrystals of CdS


have been prepared by mixing a solution of cadmium-
myristic acid and n-triphenylphosphine oxide in toluene with
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an aqueous solution of thiourea, followed by heating under


stirring.18 Langmuir films of silver nanoparticles have been


prepared at the water-dichloromethane interface.19 With Pick-


ering emulsions as a template, dodecanethiol-capped Ag


nanoparticles have been self-assembled at the


trichloroethylene-water interface.20 Song et al.21 have


employed the butanol-water interface for the crystallization


of Se nanorods. Amorphous Se nanoparticles were first pre-


pared in the aqueous medium and then transported to the


butanol-water interface using polyvinylpyrrolidone (PVP), to


obtain crystalline nanorods of Se. Cheetham and co-workers22


have employed a cyclohexanol-water mixture to prepare sin-


gle crystals of copper adipate. Although the assembly of pre-


generated nanoparticles at liquid–liquid interfaces has been


examined to some extent, this interface has not been


exploited for the synthesis of nanoparticles and their


assemblies.


In this Account, we describe a simple but elegant means of


generating ultrathin nanocrystalline films of various materi-


als at the organic-aqueous interface. The method primarily


involves taking a metal organic compound in the organic layer


and a reducing, a sulfiding, or an oxidizing agent in the aque-


ous layer. The reaction occurs at the interface giving rise to a


film at the interface with several interesting features. We


describe nanocrystalline films of gold in detail to show how


the various reaction parameters affect the films formed at the


interface and how alkanethiols bring about the disintegration


of the films. We also demonstrate the power of the method in


generating ultrathin polycrystalline, as well as single-crystal-


line, films of some metal chalcogenides at the interface. The


formation of single-crystalline films is indeed a noteworthy


feature. We believe that this method can be adopted not only


for generating nanocrystalline films of various materials but


also to study processes occurring at the liquid–liquid interface.


General Experimental Procedure
Use of the liquid–liquid interface for preparing materials in the


form of nanocrystalline films is simple and


straightforward.1a,23The procedure to prepare nanocrystalline


films of metals involves taking a metal organic precursor in


the organic layer and then injecting an appropriate reducing


agent into the aqueous layer to obtain a film comprising metal


nanocrystals. In order to prepare nanocrystalline films of metal


sulfides, Na2S is used as the source of sulfur, while Na2Se or


N,N-dimethylselenourea is used as the source of selenium to


prepare films of metal selenides.


We shall illustrate the method of preparation of nanocrys-


talline films with two examples. To prepare nanocrystalline


gold films, Au(PPh3)Cl (Ph ) phenyl) is found to be a good pre-


cursor. In a typical preparation, 10 mL of a 1.5 mM solution


of Au(PPh3)Cl in toluene is allowed to stand in contact with 16


mL of a 3.25 mM solution of NaOH in water in a 100 mL bea-


ker at 300 K. Tetrakishydroxymethylphosphonium chloride


(THPC; 300 µL of 50 mM), which acts as the reducing


agent,23a is slowly injected to the aqueous layer with mini-


mal disturbance to the organic layer. A slight pink coloration


of the interface indicates the onset of reduction of the gold


salt. As the reaction proceeds, the color of the interface inten-


sifies, finally resulting in a robust film at the interface as


shown in Figure 1a. For preparing a nanocrystalline film of


CdS, 0.0045 g of Na2S is dissolved in 30 mL of water (2 mM)


in a 100 mL beaker, and 0.0125 g of cadmium cupferronate


[Cd(cup)2] is dissolved in 30 mL of toluene (1 mM) by ultra-


sonication. A few drops of n-octylamine are added to the


Cd(cup)2 solution in order to make it completely soluble. The


toluene solution is slowly added to the aqueous Na2S solu-


tion in a 100 mL beaker at 30 °C. The interface attains a yel-


low color within a few minutes, and a distinct film is formed


after 10 h. In Figure 1b, we show a nanocrystalline film of


CdS, so formed.


Gold and Other Metals
We shall discuss ultrathin films of gold nanocrystals in some


detail to illustrate the features of the method as well as the


interesting features of the materials obtained by this method.


As-prepared Au films, obtained at 30 °C after 24 h of the reac-


tion at the toluene-water interface comprise fairly monodis-


perse nanoparticles with a mean diameter of ∼7 nm (see the


TEM image given in Figure 2a). The nanocrystals are closely


packed with a typical interparticle distance of ∼1 nm. Further-


more, they are single-crystalline as revealed by the high-res-


olution electron microscope (HREM) image given as an inset


in Figure 2. The image shows the (111) planes of gold, sepa-


FIGURE 1. Nanocrystalline films of (a) Au and (b) CdS formed at
the toluene-water interface.
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rated by a distance of ∼2.3 Å. Such nanocrystalline films


could also be obtained by using other solvent pairs such as


CCl4-water and butanol-water. Reaction parameters such as


the temperature, reaction time, concentrations of the metal


precursor and the reducing agent, and the viscosity of the


aqueous layer affect the nature and properties of the nano-


crystalline films.


The effect of temperature on the size distribution of the Au


nanocrystals can be readily seen from the TEM images in Fig-


ure 2. The mean diameters of the nanocrystals formed at 30,


45, 60, and 75 °C are 7, 10, 12, and 15 nm, respectively, but


the interparticle separation remains nearly the same at ∼1


nm. X-ray diffraction measurements show that with increase


in temperature, the crystallinity of the film increases (Figure 3).


The films obtained at 45 and 60 °C exhibit prominent (111)


peaks (d ) 2.33 Å), while those obtained at 30 °C show weak


reflections, probably due to the small particle size. The growth


of the (111) peak with temperature indicates an increase in


the particle size.


Increasing the concentration of the metal precursor yields


nanocrystalline films with a larger number of particles, but the


size distribution is essentially unaffected. The thickness of the


film also increases with the increase in the metal precursor


concentration. The use of high concentrations of the reduc-


ing agent results in less uniform films with altered distribu-


tions in the nanoparticle diameter. A slight increase in the size


of the Au nanoparticles was observed when the viscosity of


the aqueous layer was increased by the addition of glycerol.


Reactions at the interface carried out on a vibration-free table


yielded nanocrystalline films with reduced roughness, com-


prising particles of smaller size.


The Au films formed at the interface show interesting elec-


trical transport properties that are dependent on the reaction


temperature (see Figure 4).24 Four-probe electrical resistance


measurements on the nanocrystalline films show a metal to


insulator transition, metallic behavior being shown by the films


formed at high temperatures (>45 °C). The films formed at


lower temperatures (e45 °C) show insulating behavior.


Atomic force microscopy (AFM) shows the thickness of the


films to be in the 40–140 nm range. The contact mode AFM


image in Figure 5a shows the boundary of a Au film on a


mica substrate. The height profile of the film in Figure 5b gives


an estimate of the thickness to be ∼60 nm. AFM images cov-


ering a few micrometers yield a root-mean-square roughness


in the range 30–35 nm.


The growth of Au films could be followed as a function of


reaction time by UV–visible absorption spectroscopy (Figure


6). The Au plasmon band gets red-shifted due to the increase


in the electronic coupling between the particles, accompanied


by an increase in the intensity. The absorption band shows


FIGURE 2. TEM images of the ultrathin nanocrystalline Au films
obtained at the liquid–liquid interface after 24 h at (a) 30, (b) 45, (c)
60, and (d) 75 °C. Histograms of particle size distribution are shown
as insets. The scale bars correspond to 50 nm. A high-resolution
image of an individual particle is shown at the center. Reproduced
from ref 24. Copyright 2005 American Chemical Society.


FIGURE 3. X-ray diffraction patterns of nanocrystalline Au films
obtained at different temperatures. Reproduced from ref 24.
Copyright 2005 American Chemical Society.


FIGURE 4. Temperature variation of the electrical resistance of the
Au films prepared at (a) 45 and (b) 60 °C (current used, 10 mA).
Modified from ref 24. Copyright 2005 American Chemical Society.
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negligible change after 120 min. At this stage, the films pre-


sumably consist of well-packed nanocrystals.


The effect of surfactants such as tetraoctylammonium bro-


mide (TOAB) and cetyltrimethylammonium bromide (CTAB) on


the nanostructures formed when the gold ions present in the


organic phase are reduced at the interface by hydrazine (in the


aqueous phase) has been investigated.25 The surfactants give


rise to extended fractal networks with a fractal dimension of


1.7 at the interface (Figure 7a). The fractals themselves com-


prise cauliflower-like spherical units (see top inset in Figure 7a)


formed of pentagonal nanorods.


Till now, we have been examining the formation of uni-


form and robust nanocrystalline films of Au. The films, once


formed, can be disintegrated or disordered by the addition of


n-alkanethiols.24,26 Addition of alkanethiols is accompanied by


a progressive blue shift of the plasmon absorption band of the


film, suggesting that the electronic coupling between the


nanocrystals gets reduced due to the increased separation


between the nanocrystals. Figure 8a shows the variation in the


shift of the absorption band brought about by the addition of


hexadecanethiol. Interaction with thiols also brings about a


change in the morphology of the film as shown in the adjoin-


ing AFM images. By varying the chain length of the


alkanethiol, one is actually varying the distance between the


nanoparticles, thereby giving rise to a blue shift proportional


to the length of the alkane chain (Figure 8b). The rate of dis-


ordering or disintegration of the Au films is also affected by


the chain length of the alkanethiols; the longer the chain


FIGURE 5. (a) Contact-mode AFM image showing the boundary of
Au film on a mica substrate and (b) the z-profile. Reproduced from
ref 24. Copyright 2005 American Chemical Society.


FIGURE 6. Evolution of the electronic absorption spectra with the
growth of the nanocrystalline Au film at the interface at 45 °C (full
curves) and spectra of octylamine-capped Au nanocrystals in
toluene (broken line) and mercaptoundecanoic acid-capped
nanocrystals in water (dotted line). Modified from ref 24. Copyright
2005 American Chemical Society.


FIGURE 7. Panel a shows an SEM image of the fractal network
formed by cauliflower-like gold structures by employing TOAB.
The inset on the top right corner shows a high-resolution image of
the cauliflower-like structures. The inset at the bottom shows the
histogram of the size distribution of cauliflower-like structures.
Panel b shows a dendritic nanostructure of Ag. Reproduced with
permission from ref 25. Copyright 2008 Elsevier.
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length, the faster is the rate. Calorimetric measurements also


lend evidence for such a process.


It has also been possible to obtain nanocrystalline films of


other metals such as Ag, Pd, and Cu at the toluene-water


interface by taking Ag2(PPh3)4, palladium acetate, and


Cu(PPh3)Cl, respectively, in the organic layer.23 By carrying out


the reaction in the presence of TOAB, we have obtained den-


dritric structures of Ag (Figure 7b).25 By taking mixtures of the


corresponding metal precursors in the organic layer, we have


prepared nanocrystalline films of binary Au-Ag and Au-Cu


alloys and ternary Au-Ag-Cu alloys.27


Metal Chalcogenides
Ultrathin films of metal sulfides such as CdS, CuS, ZnS, and


PbS are obtained at the organic-aqueous interface by the


reaction of Na2S in the aqueous layer with the correspond-


ing metal cupferronate in the organic layer.28–30 We show


typical results in the case of CdS. TEM images reveal the films


to be composed of nanocrystals of 5.5 nm diameter (Figure


9a). The powder XRD pattern of the film shows that the CdS


nanocrystals crystallize in the rock-salt structure rather than in


the wurtzite structure. Increasing the reaction temperature and


the concentration of the reactants yields bigger nanocrystals.


When the viscosity of the aqueous medium is doubled by the


addition of glycerol, the size of the nanocrystals is reduced to


3.5 nm. The UV–vis absorption spectrum of the nanocrystals


(Figure 9b) shows a broad absorption maximum, which is


blue-shifted compared with the bulk CdS due to quantum con-


finement. The PL spectrum of the 5.5 nm particles shows a


peak at 610 nm.


Polycrystalline thin films of CdSe have been prepared at the


organic-water interface by reacting cadmium cupferronate in


the toluene layer with dimethylselenourea in the aqueous lay-


er.31 XRD measurements confirm the formation of cubic CdSe


at the interface. TEM images reveal the films to be made up


of nanocrystals with diameters ranging from 8 to 20 nm (Fig-


ure 10a). Time-dependent growth of the CdSe film at 20 °C


has been examined by UV–vis absorption spectroscopy. All


FIGURE 8. Panel a shows the electronic absorption spectra of a Au
film before and after treatment with hexadecanethiol solution for
6 h. Tapping mode AFM images are shown alongside (scan area
500 nm × 500 nm). Reproduced from ref 24. Copyright 2005
American Chemical Society. (b) Time variation of the absorption
maximum of Au nanocrystalline films on interaction with
alkanethiols of different chain lengths (left) and variation in the
limiting absorption maximum with chain length of the thiol
adsorbed (right). Reproduced from ref 26. Copyright 2008 American
Chemical Society.


FIGURE 9. Panel a shows the TEM image of 5.5 nm CdS
nanocrystals obtained at room temperature at the interface. Insets
give the SAED pattern and the particle size distribution. Panel b
shows the UV–visible absorption spectra of (i) 3.4 nm and (ii) 5.5
nm CdS nanocrystals and (iii) the photoluminescence spectrum of
5.5 nm CdS nanocrystals. Modified with permission from ref 28.
Copyright 2003 Elsevier.
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the films, including the one obtained after 3 min of the reac-


tion, showed an absorption onset around 700 nm correspond-


ing to the bulk band gap of CdSe and two higher order


absorption bands at 485 and 535 nm. With increase in reac-


tion time, the spectra indeed grew in intensity, without any


appreciable shift in the positions of the band edge or the


absorption bands, suggesting that CdSe nanoparticles possess-


ing a size beyond the quantum confinement effects are


formed at the interface within the first few minutes. Accord-


ingly, the intensity versus time plots for the 485 and 535 nm


bands, in Figure 10b, show a monotonic increase.


What is truly noteworthy is that we have been able to get


single-crystalline films of some of the metal chalcogenides at


the interface. In the case of CuS, we obtain continuous films,


extending over wide areas (Figure 11a). A HREM image show-


ing the (006) planes of hexagonal CuS and the correspond-


ing SAED pattern given in Figure 11b reveal the single-


crystalline and essentially defect-free nature of the CuS films.


The thickness of the film was estimated to be ∼50 nm from


AFM and ellipsometric studies. In Figure 11c, we show a HREM


image of a single-crystalline ZnS film. The (100) planes, sep-


arated by a distance of 3.2 Å, as seen in the HREM image cor-


respond to hexagonal ZnS. The Bragg spots in the SAED


pattern conform to the 0001 zone axis of hexagonal ZnS. In


Figure 11d, we show the HREM image and the SAED pattern


of a PbS film generated at the interface to reveal the single-


crystalline nature. The HREM image gives a separation of 3.2


Å, corresponding to the separation between the (100) planes


of cubic PbS. Single-crystalline CuSe thin films have also been


obtained at the interface. Apart from single-crystalline films of


metal sulfides, we could obtain metal sulfide bilayers such as


CuS-CdS, CuS-PbS, and CdS-PbS at the toluene-water


interface by employing the respective metal cupferronates.


Metal Oxides
By reacting Cu(cup)2 in the organic layer with an aqueous


NaOH solution, one obtains single-crystalline films of mono-


clinic CuO at the organic-aqueous interface at 70 °C.29 It has


been possible to obtain crystalline films of ZnO by the reac-


tion of Zn(cup)2 in toluene with an aqueous solution of NaOH


at 25 °C.


Mode of Growth of the Films at the
Interface
A time evolution study of Au films by AFM shows that just


after 10 min of the reaction, a film made up of nanocrystals


of size ∼5–7 nm is formed. Although the size of the nano-


particles remains nearly the same even after 180 min of the


reaction, we have found some evidence for the aggregation


of nanoparticles in the films. The organic capped nanocrys-


FIGURE 10. (a) TEM image of a CdSe film showing particles
obtained by reacting aqueous solution of DMSU at 30 °C and (b) a
plot showing the time-dependent growth of the absorption bands
at two different wavelengths. Reproduced with permission from ref
31. Copyright 2007 American Scientific Publishers.


FIGURE 11. (a) TEM image of a CuS film, (b) HREM and SAED
pattern of the film shown in panel a (Reproduced from ref 29.
Copyright 2004 American Chemical Society), and HREM images and
SAED patterns of (c) ZnS film and (d) PbS film (Reproduced with
permission from ref 30. Copyright 2006 Elsevier).
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tals form an ordered arrangement giving rise to large features


in the AFM images. The appearance of such large features


makes it difficult to carry out a proper AFM study of the Au


films. However, the AFM study shows that the thickness of the


films increases progressively with time.


The formation of Au nanoparticle films has been investi-


gated by X-ray reflectivity and diffuse scattering employing


synchrotron radiation.32 The oscillations in the reflectivity


curves, collected after the initiation of the reaction (see Fig-


ure 12a), indicate the presence of a thin film at the


toluene-water interface. The extracted final electron density


profiles (EDPs; Figure 12b) from the reflectivity curves show


three layers of gold clusters at 70 Å, 40 Å, and just above the


water surface with central electron density values of 0.37,


0.33, and 0.33 electrons Å-3. The layers have a vertical sep-


aration of 30 Å, the electron density between these layers cor-


responding to that of a typical organic material. A preliminary


study shows that small Au nanoparticles covered by organic


coatings form hexagonal clusters at the toluene-water inter-


face (Figure 13). Each cluster consists of 13 nanoparticles of


diameter ∼12 Å with an organic capping of ∼11 Å. Diffuse


scattering measurements give a small value of interfacial ten-


sion, indicating an enhancement in the interfacial roughness


caused by the presence of an organic layer at the interface.


The growth of the CdS polycrystalline thin films at the


organic-aqueous interface has been studied as a function of


time by employing AFM. The CdS film obtained after 30 min


is made up of nanoparticles of diameter in the range ∼5–7


nm. Nanoparticle aggregates of size in the range 80–200 nm


are seen on the surface of the film. After 60 min of the reac-


tion, the vertical growth of the aggregates saturates. The nano-


particles constituting the aggregates spread out laterally, thus


reducing the overall thickness of the sample. With time, the


aggregates gradually self-assemble to form a close-packed


layer.


The growth of single-crystalline CuS films has also been


examined as a function of reaction time by employing AFM.


Nanoparticles of diameter in the range 7–8 nm are found to


constitute the films. The amplitude image of the 30 min sam-


ple (Figure 14a) shows the presence of nanoparticle aggre-


gates of size mainly in the range 50–100 nm. As the reaction


proceeds, the initially formed nanoparticle aggregates come


closer to each other and pack themselves at the interface to


give flakes or uneven pieces of CuS within 50 min of reac-


tion (denoted by arrows in Figure 14b). In the next 15 min of


the reaction, the flakes coalesce to give a continuous and


extended film at the interface. The process of formation of


flakes and their coalescence repeats, giving rise to a thick film


at the interface at the end of 180 min of the reaction (Figure


14c). Here we could hardly observe any individual nanopar-


ticles. This is in contrast to the Au and CdS films, where the


individual nanoparticles remained.


FIGURE 12. Reflectivity curves collected after initiation of the
reaction (i, 194; ii, 224; iii, 253; iv, 283; v, 312; vi, 364 min) and
the fits (solid line) and (b) extracted electron density profiles for the
six reflectivity curves (i-vi) given in panel a as a function of depth.
A simple model without (dashed line) and with roughness
convolution (solid line) is also shown. The insets in panels a and b
show the reflectivity data and the EDPs, respectively, of the bare
toluene-water interface and the corresponding fit (solid line).
Taken from ref 32.


FIGURE 13. Schematic showing the hexagonal arrangement of
organic-capped Au nanocrystals at the toluene-water interface.
Taken from ref 32.
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Rheological Properties of the Films
Interfacial properties of Ag nanoparticles formed at the


toluene-water interface have been investigated by using a


biconal bob interfacial rheometer.33 Strain amplitude mea-


surements carried out on the film reveal a shear-thickening


peak in the loss moduli (G′′ ) at large amplitudes, followed by


a power law decay of storage (G′) and loss moduli with expo-


nents in the ratio 2:1 (see Figure 15a). In the frequency sweep


measurements carried out at low frequencies, G′ remains


nearly independent of the frequency over the range of fre-


quencies probed, whereas G′′ shows a power law dependence


with a negative slope (Figure 15b). Such a low-frequency


response of the 2D film of metal nanoparticles is reminiscent


of a soft glassy system with long structural relaxation times.


Steady shear measurements carried out on the film reveal-


ing a finite yield stress as the shear rate goes to zero, along


with a significant deviation from the Cox-Merz rule, confirm


that the monolayer of Ag nanoparticles at the interface forms


a soft two-dimensional colloidal glass.


Interfacial rheological measurements carried out on nanoc-


rystalline films of CdS, as well as on single-crystalline films of


CuS, indicate a distinct nonlinear viscoelastic behavior for the


films under oscillatory shear.34 A smooth multilayered CdS


film formed at higher concentrations and the single-crystal-


line CuS film exhibit distinct peaks in the loss modulus above


a critical strain amplitude, followed by a power law decay of


G′ and G′′ at higher strain amplitudes, with the decay expo-


nents in the ratio 2:1 (Figure 16). The frequency sweep


response of both films, exhibiting a solid-like behavior over


the range of angular frequencies probed, is similar to that of


the Ag film, a characteristic feature of soft glassy systems.


However, the mesoporous CdS film formed at low concentra-


tions, where the pore boundaries form a surface fractal with


a fractal dimension of 2.5, exhibits a monotonic decay of stor-


age and loss modulus at large strain amplitudes. Under steady


shear, compared with the CuS film, the finite yield stress


exhibited by the CdS film is a magnitude lower, and the film


is found to rupture under steady shear or at high strain


amplitudes.


FIGURE 14. Tapping mode AFM images (amplitude channel) of CuS
films grown at the toluene-water interface for (a) 30 min and (b)
50 min and (c) contact mode image obtained from the deflection
channel of the film grown for 180 min.


FIGURE 15. Panel a shows the strain amplitude sweep experiment
on the 2D film of Ag nanoparticles. The storage modulus, G′ (0), is
higher than the loss modulus, G′′ (O) at low strain amplitudes. Panel
b shows the frequency dependence of interfacial storage, G′ (0),
and loss, G′′ (O), moduli of the film. Reproduced from ref 33.
Copyright 2007 American Chemical Society.
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Conclusions
This Account should clearly bring out how the liquid–liquid


interface can be exploited to prepare nanocrystalline films of


various materials with wide ranging properties. What is note-


worthy is that all the films are ultrathin with the thickness


ranging from 40 to 100 nm. Furthermore, the method enables


one to obtain substrate-free films, some of which are single-


crystalline. It must be noted that obtaining single-crystalline


films is difficult by any other physical or chemical method. The


films prepared at the interface can be readily transferred to


any substrate. By employing the organic-aqueous interface,


one can prepare interesting films of inorganic materials with


hydrophilic and hydrophobic coatings on opposite sides. It


should also be possible to obtain bilayers of materials at the


interface. Preliminary experiments show that CuS-CdS,


CuS-PbS, and CdS-PbS bilayers can be prepared at the inter-


face. The study of films of materials at the liquid–liquid inter-


face will also provide a means to understand the nature of the


interface itself.
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C O N S P E C T U S


Catalysis is an important process in chemistry and enzymology. The rate acceleration for any catalyzed reaction is the differ-
ence between the activation barriers for the uncatalyzed (∆GHO


q) and catalyzed (∆GMe
q) reactions, which corresponds to the


binding energy (∆GS
q ) ∆GMe


q - ∆GHO
q) for transfer of the reaction transition state from solution to the catalyst. This transi-


tion state binding energy is a fundamental descriptor of catalyzed reactions, and its evaluation is necessary for an understanding
of any and all catalytic processes. We have evaluated the transition state binding energies obtained from interactions between
low molecular weight metal ion complexes or high molecular weight protein catalysts and the phosphate group of bound sub-
strate. Work on catalysis by small molecules is exemplified by studies on the mechanism of action of Zn2(1)(H2O). A binding energy
of ∆GS


q ) -9.6 kcal/mol was determined for Zn2(1)(H2O)-catalyzed cleavage of the RNA analogue HpPNP. The pH-rate pro-
file for this cleavage reaction showed that there is optimal catalytic activity at high pH, where the catalyst is in the basic form
[Zn2(1)(HO-)]. However, it was also shown that the active form of the catalyst is Zn2(1)(H2O) and that this recognizes the C2-oxygen-
ionized substrate in the cleavage reaction. The active catalyst Zn2(1)(H2O) shows a high affinity for oxyphosphorane transition state
dianions and a stable methyl phosphate transition state analogue, compared with the affinity for phosphate monoanion sub-
strates. The transition state binding energies, ∆GS


q, for cleavage of HpPNP catalyzed by a variety of Zn2+ and Eu3+ metal ion
complexes reflect the increase in the catalytic activity with increasing total positive charge at the catalyst. These values of ∆GS


q


are affected by interactions between the metal ion and its ligands, but these effects are small in comparison with ∆GS
q observed


for catalysis by free metal ions, where the ligands are water. Enzymes are unique in having evolved mechanisms to effectively
utilize binding interactions with nonreacting fragments of the substrate in stabilization of the reaction transition state. Orotidine
5′-monophosphate decarboxylase, R-glycerol phosphate dehydrogenase, and triosephosphate isomerase catalyze dissimilar decar-
boxylation, hydride transfer, and proton transfer reactions, respectively. Each enzyme derives ca. 12 kcal/mol of transition state
stabilization from protein interactions with the nonreacting phosphate group, which is larger than the highest ∼10 kcal/mol tran-
sition state stabilization that we have determined for small-molecule catalysis of phosphate diester cleavage in water. Each of these
enzymes catalyze the slow reaction of a truncated substrate that lacks the phosphate group, and in each case, the reaction of the
truncated substrate is strongly activated by the allosteric binding of the second substrate “piece” phosphite dianion, HPO3


2-. We
propose a modular design for these enzymes with a classical active site that recognizes the reactive substrate fragment and a sep-
arate phosphodianion binding site. The second site is created, in part, by flexible protein loops that wrap around the substrate
phosphodianion group and bury the substrate in an environment with an optimal local dielectric constant for the catalyzed reac-
tion and with the most favorable positioning of the catalytic side chains. This design is easily generalized to a wide variety of
enzyme-catalyzed reactions.
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Introduction
Linus Pauling noted that catalysis in general, and by enzymes


in particular, will result from the development of tight inter-


actions between the catalyst and the transition state for the


catalyzed reaction.1 This is shown by the transition state bind-


ing energy, ∆GS
q (Scheme 1). Catalysis by most enzymes is so


efficient that release of products would be strongly rate-de-


termining if they were to bind with the same affinity as the


transition state. Consequently, enzymes show a large discrim-


ination and bind their substrates/products much more weakly


than the reaction transition state (Scheme 1).2


The Pauling paradigm has a particular appeal when trying


to explain catalysis to students. On the other hand, there are


issues that must be addressed if this model is to be accepted


as a starting framework for explaining enzyme catalysis. These


include the following:


(1) Recently, Zhang and Houk wrote: “While complementar-


ity of the type proposed by Pauling can account for accel-


eration up to 11 orders of magnitude, most enzymes


exceed that proficiency.”3 They therefore proposed that


enzymes “achieve over 15 kcal/mol of transition state bind-


ing not merely by a concatenation of noncovalent effects


but by covalent bond formation between enzyme or cofac-


tor and transition state, involving a change in mechanism


from that in aqueous solution.”3


(2) There are only small differences in the structure of the sub-


strate/product and the transition state for many enzyme-


catalyzed reactions. The origin of the large differential


binding of these species is generally unknown.2


(3) Enzymes are large molecules that undergo many types of


motion, some of which may be coupled to catalysis. Fur-


ther, catalysis of chemical reactions must ultimately be


explained at the level of quantum mechanics. Since nei-


ther protein dynamics nor quantum mechanics are central


to the Pauling paradigm, more sophisticated models for


catalysis might either use this paradigm as a starting point


or as a specialized example or, in the most extreme case,


discard it entirely.


Our goal as experimentalists has been to characterize the


mechanisms for catalysis by small metal ion complexes and


by larger enzymes where much or all of the catalytic power is


derived from the utilization of phosphate binding energy. We


summarize here the results of this work and provide an inter-


pretation of our results within the framework of the Pauling


model.


Phosphate Diester Cleavage
The design of catalysts to cleave RNA has considerable intel-


lectual appeal, along with potential to produce RNA cleavage


reagents that have practical applications.4–6 J. R. Morrow and


co-workers have shown that lanthanide(III) complexes are effi-


cient catalysts of the cleavage of RNA,7,8 and they have exam-


ined cleavage of the 5′ cap of mRNA by several metal


ion-macrocycle complexes.9 Recent collaborative work


between the Morrow and Richard laboratories has focused on


characterizing the rate acceleration for catalysis by metal ion


complexes and defining the origin of the catalytic rate


acceleration.


Kinetic Analyses. An examination of the literature sug-


gested to us that the laboratory time expended in the synthe-


sis of novel metal ion catalysts of RNA cleavage often


exceeded the time spent in characterizing their kinetics and


mechanism of action. In particular, it is difficult to compare the


catalytic activity of metal ion complexes prepared in differ-


ent laboratories, because there is no commonly agreed upon


protocol for measuring and reporting the kinetic parameters


for catalysis. Our initial goal was to develop such a protocol


for reporting kinetic data for metal ion complex-catalyzed


phosphate diester cleavage in water at 25 °C, in the hope that


it might be adopted by other laboratories.


We have reported second-order rate constants kMe for the


catalyzed cleavage of HpPNP, UpPNP, and UpU to form cyclic
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phosphate diesters. These rate constants are generally deter-


mined as the slopes of linear plots of kobsd (s-1) for phosphate


diester cleavage against the catalyst concentration. The rate


constant kMe has the same units (M-1 s-1) and meaning as


kcat/Km for an enzyme-catalyzed reaction. Values of kMe deter-


mined at Buffalo and elsewhere can be directly compared in


order to provide a simple and meaningful measure of the cat-


alytic activity of different metal ion complexes or of their activ-


ity relative to enzyme catalysts.


The catalytic effectiveness of a variety of metal ion com-


plexes was then evaluated over a broad range of pH. Figure


1 shows representative pH-rate profiles for the Zn2(1)(H2O)-


and Zn(2)H2O-catalyzed cleavage of HpPNP and for the spon-


taneous specific-base-catalyzed cleavage of HpPNP.10 These


profiles show that the complex between HpPNP and the fully


protonated catalyst is inactive and that this complex is con-


verted to the active form upon loss of a proton. Maximal activ-


ity is observed at high pH, where the metal-bound water of


the free catalyst is ionized. The pH- and pD-rate profiles for


catalysis of the cleavage of HpPNP, UpPNP, and UpU by a


broad range of mono- and dinuclear catalysts are also gov-


erned by ionization of a metal-bound water, as shown in


Scheme 2.10–19 The data in Figure 1 and that for related cat-


alyzed reactions show a good fit to eq 1 derived for Scheme


2, which gave values of Ka similar to those determined by


potentiometric titration.10


kMe ) [ kZnKa


Ka + [H+] ] (1)


Figure 1 shows that the relative activity of Zn2(1)(H2O) and


Zn(2)(H2O) as catalysts of the cleavage of HpPNP depends


upon whether the observed second-order rate constants kMe


are compared at high or low pH. There is only a 12-fold dif-


ference in the apparent reactivity of the dinuclear complex and


the mononuclear complex at high pH. This difference


increases to 290-fold for reactions at low pH because the


downward break in catalytic activity is observed at a higher pH


for Zn(2)(H2O), as a result of the 1.2 unit higher pKa for ion-


ization of the zinc-bound water at Zn(2)(H2O) than of that at


Zn2(1)(H2O).10


The high catalytic activity of Zn2(1)(H2O) is notable because


tethering two mononuclear Zn2+ complexes to form a


dinuclear complex often causes only a statistical ca. 2-fold


increase in catalytic activity.15 The X-ray structure of crystals


(grown at pH 6.0) of the perchlorate salt of Zn2(1)(H2O) shows


that the two Zn2+ are separated by only 3.66 Å, due to shield-


ing of the electrostatic interaction between the metal cations


by the bridging alkoxide.10 The interactions between the two


Zn2+ and the linker alkoxide anion draw the metal cations


into a densely charged core, which provides a particularly


large electrostatic stabilization of the dianionic transition state


for phosphate diester cleavage.10,15


Transition State Binding Energies
Our next goal was to obtain a simple measure of catalytic


effectiveness from our kinetic data. The rate accelerations


for the catalyzed cleavage of HpPNP, given by eq 2 derived


for Scheme 3, were calculated from the relative displace-


ment of the parallel lines for the formally HO--catalyzed


cleavage ([, Figure 1) and the HO--dependent metal ion


complex catalyzed reactions (b and 9), where Ka is the ion-


ization constant for the metal-bound water and Kw ) 10-14


M2.20 The transition state binding energies of ∆GS
q ) -9.6


and -5.9 kcal/mol for the reactions catalyzed by


Zn2(1)(H2O) (Ka ) 10–7.8 M) and Zn(2)(H2O) (Ka ) 10–9.2 M)


respectively, correspond to (1.1 × 107)-fold and (2.2 ×
104)-fold rate accelerations over the specific-base-catalyzed


reaction.18,20 Zn2(1)(H2O) is an extremely impressive small


FIGURE 1. pH-rate profiles for cleavage of HpPNP catalyzed by
HO- and Zn(II) complexes in water at 25 °C:10 ([) kobsd (s-1) for
spontaneous HO--catalyzed cleavage; (9), kMe (M-1 s-1) for
cleavage catalyzed by Zn(2)(H2O); (b), kMe (M-1 s-1) for cleavage
catalyzed by Zn2(1)(H2O); (1), ratio of kMe for cleavage catalyzed by
the dinuclear (kdi) and mononuclear (kmono) Zn(II) complexes.
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molecule catalyst. Metal ion complexes with even higher


catalytic activity in water21 and in methanol22 have been


prepared.


∆GS
q) ∆GMe


q- ∆GHO
q)-RT ln[ kZnKa/Kw


kHO
] (2)


Figure 2 shows the transition state binding energy as the


difference in the activation barrier for HO--catalyzed cleav-


age of an RNA analogue and for the metal ion complex-cat-


alyzed reaction, which is also an HO--dependent reaction (eq


2). The calculation of ∆GS
q compresses extensive kinetic data


into a single parameter that provides a direct measure for cat-


alytic activity at neutral pH, where the catalyst is largely pro-


tonated. We have determined the values of ∆GS
q for a wide


variety of metal ion complex-catalyzed reactions and used


these data to evaluate the effect of changing catalyst and sub-


strate structure on catalytic activity.11,14,16,18–20


Active Form of Catalyst
The pH dependence (Figure 1) of the uncatalyzed and cata-


lyzed cleavage of HpPNP at pH less than the catalyst pKa


shows that under these conditions a proton is lost from the


catalyst or substrate on proceeding to the rate-determining


transition state. This kinetic analysis cannot distinguish


between (a) the loss of proton from the substrate, in which


case Zn2(1)(H2O) is the active catalyst and (b) the loss of a pro-


ton from the catalyst, in which case the active form of the cat-


alyst is Zn2(1)(HO-), whose concentration approaches a limit


at pH > pKa (Scheme 2).10,12


Analysis of inhibition of the Zn2(1)(H2O)-catalyzed cleav-


age of HpPNP shows that methylphosphate dianion binds to


Zn2(1)(H2O) with a 1600-fold higher affinity than does dieth-


ylphosphate monoanion.23 This strong and specific binding of


the stable dianion resembles the specific binding of the dian-


ionic transition state for cleavage of HpPNP to Zn2(1)(H2O),


with an affinity that is much greater than that of the substrate


monoanion.10 We concluded that methyl phosphate dianion


is a transition state analogue for the Zn2(1)(H2O)-catalyzed


cleavage of phosphate diesters.24


Apparent inhibition constants, Ki, for inhibition of Zn2-


(1)(H2O)-catalyzed cleavage of HpPNP by methyl phosphate


dianion approach a limiting small value of 6 × 10-6 M for for-


mation of a tight complex at low pH, where the catalyst exists


mainly in the protonated form Zn2(1)(H2O).23 These data (not


shown) were fit to the model in Scheme 4 in which the tran-


sition state analogue dianion binds to the active protonated


catalyst, Zn2(1)(H2O), but not to the ionized catalyst


Zn2(1)(HO-). We concluded that Zn2(1)(H2O) is the active cat-


alyst that stabilizes the transition state dianion and that it is


converted to the inactive form Zn2(1)(HO-) when the pH is


increased above pKa ) 7.8. Deprotonation of Zn2(1)(H2O) may


inactivate the catalyst by changing the favorable displacement


of the water ligand by the substrate phosphate monoanion to


an unfavorable reaction for the displacement of the strongly


basic hydroxide ion ligand.


A change in solvent from H2O to D2O causes an increase


from 7.8 to 8.4 in the pKa of the zinc-bound water at


Zn2(1)(L2O) (Scheme 2), but has little effect on the reactivity of


SCHEME 3


FIGURE 2. Bar graph that shows the barrier for HO--promoted
phosphate diester cleavage in water (∆GHO


q, green bar), the barrier
for the metal ion complex-catalyzed hydroxide ion-promoted
reaction (∆GMe


q, green bar), and the binding energy for the
transition state for the aqueous HO--promoted reaction (∆GS


q).
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Zn2(1)(L2O) toward cleavage of UpPNP.12 Therefore, there is


no primary kinetic solvent deuterium isotope effect on the


cleavage reaction that results from movement of a hydron in


the rate-determining transition state,12 such as occurs in reac-


tions where there is concerted general base catalysis (GBC,


Scheme 5A). We concluded that the phosphate diester cleav-


age reaction follows the specific-base-catalyzed (SBC) path-


way shown in Scheme 5B.


We have proposed that the SBC pathway is observed for


catalysis by these metal ion complexes because of the dom-


inant role played by electrostatics in stabilization of the tran-


sition state for cleavage of RNA analogues by interactions with


the metal ion complex catalyst (Scheme 5B).12 In other words,


that the “covalent”-type stabilization gained by placing the


Brønsted base at the transition state for the GBC reaction


(Scheme 5A) is smaller than the electrostatic stabilization lost
upon partial neutralization of negative charge at the now


partly protonated O-2.


Structure–Reactivity Effects
We next used the above kinetic protocols to examine the


effect of systematic changes in the metal cation, ligand, and


substrate structure on the transition state binding energy ∆GS
q


(Scheme 3) for reactions catalyzed by free metal ions and by


metal ion complexes.


Ligand Effects. Chart 1 shows transition state binding


energies (∆GS
q, Scheme 3) for catalysis of the cleavage of


HpPNP by several mononuclear Zn2+ complexes and by


hydrated Zn2+.18 By comparison, a value of ∆GS
q ) -3.3


kcal/mol was determined for Zn2+-catalyzed deprotonation of


acetone,25 where Zn2+ interacts with a monoanionic rather


than a dianionic transition state. A value of ∆GS
q ) -6.1 kcal/


mol was determined for Zn2+-catalyzed aldose-ketose


isomerization of trioses, where there is additional stabiliza-


tion of the transition state from a chelate effect (Scheme 6).26


Zn2+ alone is a good catalyst of the cleavage of HpPNP


(Chart 1). However, it is not possible to obtain large rate


constants for this catalyzed cleavage at high pH, because of


the sparing solubility of hydrated Zn2+. Ligands 2-5
strongly enhance catalysis by increasing the total concen-


tration of soluble metal cation. The small variation in ∆GS
q


across Chart 1 suggests a similar origin for the transition


state stabilization, which we propose is mainly stabilizing


electrostatic interactions between the metal cation and tran-


sition state dianion.18


Chart 1 shows that macrocycle ligands either increase or


decrease the catalytic activity compared with the case where


there is no ligand but that the effect on ∆GS
q is no more than


1 kcal/mol. The formation of Zn2+ complexes has the effect


of shifting positive charge from Zn2+ to the electron-donor


ligand atom so that the weakest complexes will tend to show


the highest charge density at Zn2+. The complexes of Zn2+ to


macrocycles 4 and 5 are substantially weaker than the com-


plexes to 2 and 3, but the weakly bound Zn2+ at the former


complexes shows the greater catalytic activity (Chart 1).18 The


higher activity of Zn(4)(H2O) and Zn(5)(H2O) may be due to the


larger positive charge density at the more weakly coordinated


Zn2+, and the resulting enhancement of stabilization from


electrostatic interactions with the dianionic transition state.18


Cation Effects. The second-order rate constants for


cleavage of HpPNP catalyzed by Cu2(1)(H2O) (Chart 2) are


much smaller than those for catalysis by Zn2(1)(H2O) under


the same conditions and are invariant between pH 7 and


10.14 The X-ray crystal structure for Cu2(1)(H2O) shows a


bridging alkoxide linker and a Cu(II)-Cu(II) distance of 3.58


Å,27 similar to that observed in the crystal structure for


Zn2(1)(H2O).10 The structure for Zn2(1)(H2O) shows one


hexacoordinated and one pentacoordinated Zn(II),10 while


the structure for Cu2(1)(H2O) shows two pentacoordinated
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Cu(II).27 We proposed that the coordination site missing


from Cu2(1)(H2O) is essential for the efficient binding and


catalysis of the reaction of HpPNP.


The larger absolute transition state binding energy of ∆GS
q


) 9.8 kcal/mol for cleavage of HpPNP catalyzed by Eu(III)


(mainly [Eu(OH2)9]3+)19 in water than for cleavage catalyzed


by hydrated Zn2+ in water (∆GS
q ) 6.6 kcal/mol, Chart 1)18 is


probably due to the stronger stabilizing electrostatic interac-


tion of a trication than of a dication with the transition state


dianion. Chart 3 gives the values of ∆GS
q for catalysis of cleav-


age of HpPNP by mononuclear Eu(III) complexes of 616 and


7,19 and for a dinuclear complex that forms by spontaneous


dimerization of [Eu(6)(OH2)2]+ at pH g 7.5.16


The absolute value of ∆GS
q ) 8.6 kcal/mol for catalysis by


[Eu(7)(OH2)2]3+ is only 1.2 kcal/mol larger than that observed


for the most active mononuclear Zn(II) catalysts (Chart 1).


Apparently, the larger number of donor groups to Eu(III) at


[Eu(7)(OH2)2]3+ compared with mononuclear Zn(II) catalysts act


to attenuate the 3.2 kcal/mol larger transition state stabiliza-


tion that is observed for catalysis by Eu(III) when all the ligands


are water. The 1.5 kcal/mol larger absolute value of ∆GS
q for


[Eu(7)(OH2)2]3+ than for [Eu(6)(OH2)2]+ shows that there is a


small increase in the catalytic efficiency with increasing total


positive charge at the catalyst available to interact with the


transition state dianion. Finally, the similar transition state


binding energies for catalysis by [Eu(6)(OH2)2]+ and [Eu2-


(6)2(OH)(OH2)2]+ provide evidence that the two metal ions in


the dimeric complex operate independently in catalyzing the


cleavage of HpPNP.


Specificity. There are significant differences in the rate


accelerations for the Zn2(1)(H2O)-catalyzed cleavage of RNA


analogues and a dinucleoside monophosphate that reflect the


different specificities of the dinuclear complex Zn2(1)(H2O) for


transition state binding (Chart 4).10,11,17,20 The binding “site”


at this catalyst has not been characterized; however, it should


not show strong shape complementarity to any of these sub-


strates. We proposed other origins for the range of transition


state binding energies shown in Chart 4.


(1) The difference between ∆GS
q ) -9.6 and -7.2 kcal/mol


for catalysis of cleavage of HpPNP, a minimal substrate,


and of the more bulky substrate UpPNP, respectively, sug-


gests that close approach of the phosphate diester to the


metal cations is required for effective catalysis and that


there is steric hindrance to the approach of the larger sub-


strate UpPNP to Zn2(1)(H2O).11


(2) The difference between ∆GS
q ) -9.3 and -7.1 kcal/mol


for catalysis of cleavage of UpOEt and UpOCH2CCl3, respec-


tively, is a consequence of the different Brønsted parame-


ters �lg ) -1.28 and -0.72 for the specific-base-catalyzed


and Zn2(1)(H2O)-catalyzed cleavage reactions.17,28 This cor-


responds to the neutralization of an effective transition


state charge of ca. 0.56 units by interactions between the


catalyst and the leaving group anion.29 These data show


that there is stabilization of the transition state for cleav-


age of UpOEt from interaction of the cationic catalyst with


both the reacting phosphate core and the strongly basic


alkoxy leaving group.


(3) The difference between ∆GS
q ) -9.3 and -7.2 kcal/mol


for catalysis of cleavage of UpU and UpPNP, respectively,


is due partly or entirely to transition state stabilization by


interaction of the catalyst with the strongly basic alkoxy


leaving group at UpU. There may also be a weak nonspe-


cific interaction between the catalyst and the second pyri-


midine base at UpU.20
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Lessons from Studies on Small Molecule
Catalysis
The high catalytic activity of Zn2(1)(H2O) arises from strong


stabilizing binding interactions (∆GS
q, Scheme 3) between the


dianionic transition state and the densely charged cationic


core of Zn2(1)(H2O).10 No concerted general base catalysis of


phosphate diester cleavage is observed, presumably because


anything gained from such catalysis is offset by an even larger


reduction in the electrostatic stabilization of the transition state


(Scheme 5).


A distinguishing feature of these metal ion complex-cata-


lyzed reactions is their large discrimination between the bind-


ing of the substrate phosphate diester monoanion (weak) and


of the oxyphosphorane-like transition state dianion30 and the


methyl phosphate dianion transition state analogue (strong).23


These results provide evidence that transition state stabiliza-


tion by mononuclear and dinuclear metal ion complexes is


due largely to electrostatic interactions, which are optimal for


the dianionic transition state and transition state analogue. In


other words, good catalysis of the cleavage of phosphate


diesters in water has been obtained relatively easily because


of the intrinsically strong stabilizing interactions between


densely charged metals and phosphate dianions. The total


transition state binding energy ∆GS
q can be modified by inter-


actions between the metal ion and its ligands, but these effects


are small in comparison with the transition state stabilization


observed for catalysis by free metal ions, where the ligands


are water (Chart 1).


Enzyme Catalysis
A major difference between small molecule and enzyme cat-


alysts is that the latter have evolved mechanisms for utiliza-


tion of the binding interactions between the protein and


nonreacting portions of the substrate in stabilization of the


transition state for the catalyzed reaction.2 The transition state


binding energies of up to –10 kcal/mol observed for cataly-


sis of the cleavage of phosphate diesters are due mainly to


electrostatic interactions between the catalyst and the phos-


phate group, which is the reaction center. We have observed


even larger transition state stabilizations of ca. 12 kcal/mol


from utilization of the binding energy between enzyme cata-


lysts and the nonreacting phosphodianion group of substrates


for enzyme-catalyzed proton transfer, hydride transfer, and


decarboxylation reactions.31–33


Reactions of Triosephosphates
Triosephosphate isomerase (TIM) is a prototypical catalyst of


proton transfer at carbon (Chart 5). This enzyme catalyzes the


stereospecific 1,2-hydrogen shift at (R)-glyceraldehyde 3-phos-


phate (GAP) to give dihydroxyacetone phosphate (DHAP). A


single base (Glu-165) catalyzes suprafacial proton transfer


through a cis-enediol(ate) intermediate.34 The ratio of second-


order rate constants (kcat/Km)GAP/(kcat/Km)GA ) (2.4 × 108 M-1


s-1)/(0.34 M-1 s-1) ) 7 × 108 for the TIM-catalyzed isomer-


ization of GAP and of (R)-glyceraldehyde shows that binding


interactions between the enzyme and the phosphodianion


group of GAP provide g12 kcal/mol of transition state stabi-


lization.35 This may account for all but 2 kcal/mol of the tran-


sition state stabilization for TIM-catalyzed isomerization of


GAP.35,36


The value of (kcat/Km)Gly ) 0.26 M-1 s-1 for TIM-catalyzed


exchange of deuterium from solvent D2O into the truncated


substrate glycolaldehyde is similar to (kcat/Km)GA ) 0.34 M-1


s-1 for isomerization of (R)-glyceraldehyde.31 The deuterium


exchange reaction of glycolaldehyde is strongly activated by


addition of the second substrate “piece” phosphite dianion,


HPO3
2-. The data give (kcat/Km)E ·HPi ) 185 M-1 s-1 for turn-


over of glycolaldehyde by TIM that is saturated with phos-


phite dianion, so binding of phosphite dianion to TIM results


in a 700-fold rate acceleration of proton transfer from car-


bon. The two substrate pieces, glycolaldehyde and HPO3
2-,


each bind weakly to TIM, and there is a large “chelate” effect


for binding of the whole substrate GAP (Chart 5).31,37 The


binding of HPO3
2- to free TIM (Kd ) 38 mM) is 700-fold


weaker than its binding to the fleeting TIM · transition state


complex (Kd
q ) 53 µM, Scheme 7). This corresponds to an


intrinsic phosphite dianion binding energy of -5.8 kcal/mol


(Scheme 7).31


The proton transfer reaction catalyzed by TIM occurs in an


active site at which the substrate is sequestered from


solvent.38,39 We proposed a model for catalysis by TIM in
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which part of the total intrinsic binding energy of the phos-


phodianion group of substrate is utilized to drive a protein


conformational change that sequesters the substrate at an


active site with an apparent dielectric constant substantially


lower than that of solvent and with the catalytic groups opti-


mally organized to stabilize the transition state for deproto-


nation of R-carbonyl carbon.31,40


The whole substrate DHAP is reduced by NADH to give L-glyc-


erol 3-phosphate in a reaction catalyzed by R-glycerol phosphate


dehydrogenase (Scheme 8).41 The ratio (kcat/Km)DHAP/(kcat/Km)Gly


) (1 × 106 M-1 s-1)/(0.009 M-1 s-1) ) 1.1 × 108 for rabbit


muscle R-glycerol phosphate dehydrogenase-catalyzed reduc-


tion of DHAP and glycolaldehyde gives an intrinsic phosphate


binding energy of -11 kcal/mol, which is similar to that for


TIM.33 We find that phosphite dianion is also a powerful activa-


tor of enzyme-catalyzed reduction of the truncated neutral sub-


strate glycolaldehyde by NADH.33 X-ray crystallographic analysis


of human R-glycerol phosphate dehydrogenase provides evi-


dence that the phosphate binding energy of the substrate is used


to drive the closure of a loop over the substrate.41


Orotidine 5′-Monophosphate
Decarboxylase (OMPDC)
OMPDC is a remarkable enzyme that effects an enormous


1017-fold acceleration of the chemically very difficult decar-


boxylation of orotidine 5′-monophosphate (OMP, Chart 6)


to give uridine 5′-monophosphate (UMP).42 The enzymat-


ic43 and nonenzymatic44 decarboxylation reactions pro-


ceed through the vinyl carbanion intermediates.


Comparison of the X-ray crystal structures of free yeast


OMPDC and that complexed with the transition state ana-


logue 6-hydroxyuridine 5′ -monophosphate shows that


ligand binding results in a large motion to “close” the active


site with the formation of numerous protein–ligand con-


tacts, including five hydrogen bonds to the phosphodian-


ion group.45 The phosphodianion at OMP, or at any


phosphorylated enzymatic substrate, may simply “anchor”


the substrate to the enzyme, or the enzyme conformational


change effected by the small remote group may directly


assist in the creation of an active site that provides opti-


mal transition state stabilization.


The intrinsic binding energy of the phosphodianion group


of OMP, calculated from the ratio of second-order rate con-


stants kcat/Km for the OMPDC-catalyzed reactions of OMP (9.4


× 106 M-1 s-1)46 and the truncated substrate 1-(�-D-erythro-


furanosyl)orotic acid (EO, 2.1 × 10-2 M-1 s-1)32 is -12 kcal/


mol (Chart 6). The weak binding of the EO (Kd ≈ 0.1 M) and


phosphite dianion (Kd ) 0.14 M) pieces to OMPDC is striking


in view of the tight binding of the whole substrate OMP (Km


) 1.6 µM).37,46 Decarboxylation of EO is strongly activated by


phosphite dianion, with (kcat/Km)E·HPi ) 1600 M-1 s-1 for turn-


over of EO by OMPDC that is saturated with HPO3
2-, so the


binding of this dianion to OMPDC results in an 80000-fold


acceleration of decarboxylation.32 The binding of HPO3
2- to


OMPDC (Kd ) 0.14 M) must also be 80000-fold weaker than


its binding to the fleeting complex of OMPDC with EO in the


transition state (Kd
q ) 1.8 µM, Scheme 7). The total intrinsic


binding energy of HPO3
2- at the transition state complex is


therefore -7.8 kcal/mol. This is divided into the small -1.2
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kcal/mol binding energy observed in the ground-state com-


plex and an additional -6.6 kcal/mol interaction that devel-


ops on proceeding to the transition state for enzyme-catalyzed


decarboxylation of EO.2,32


The Pauling Paradigm
Our studies have shown that the interactions between non-


reacting phosphodianion fragments of substrate and the


protein provide an 11–12 kcal/mol stabilization of the tran-


sition states for proton transfer, hydride transfer, and decar-


boxylation reactions. Therefore, enzymes that catalyze the


reactions of small phosphorylated substrates such as GAP


and DHAP have a potential transition state binding energy


of -12 kcal/mol. The medium-sized phosphorylated sub-


strate OMP interacts with OMPDC via its phosphodianion,


ribose sugar ring, and nucleic acid base portions and exhib-


its a transition state binding energy far in excess of -15


kcal/mol that was proposed as the limit on noncovalent


enzyme catalysis.3,42


Pyridoxal 5′-phosphate (PLP) provides impressive covalent


catalysis of the deprotonation of R-amino acids to form R-amino


carbanions.47 However, the large rate acceleration for proton


transfer obtained by recruitment of this cofactor can be also


obtained by protein catalysts, such as proline racemase. This


enzyme provides a 19 kcal/mol stabilization of the transition


state for deprotonation of enzyme-bound proline by interaction


with the protein catalyst.48 Our proposal that “pure protein catal-


ysis” of deprotonation of amino acids results from the binding of


the amino acid substrate at a nonpolar active site that favors for-


mation of a carbanion zwitterion49,50 has been supported by


X-ray crystallographic and computational studies.51,52 We are


generally skeptical of arguments that cofactors such as PLP have


evolved to do what is impossible for protein catalysts, because of


the great diversity of protein-catalyzed reactions. On the other


hand, cofactor catalysis is often simpler and more general than


protein catalysis, and these factors favor the recruitment of cofac-


tors in enzymatic catalysis.
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C O N S P E C T U S


The thermodynamic properties of molecules are of fundamental interest in physics, chemistry, and biology. This Account deals with
the developments that we have made in the about last five years to find quantum chemical electronic structure methods that have


the prospect of being applicable to larger molecules. The typical target accuracy is about 0.5–1 kcal mol-1 for chemical reaction and 0.1
kcal mol-1 for conformational energies. These goals can be achieved when a few physically motivated corrections to first-principles meth-
ods are introduced to standard quantum chemical techniques. These do not lead to a significantly increased computational expense, and
thus our methods have the computer hardware requirements of the corresponding standard treatments. Together with the use of density-
fitting (RI) integral approximations, routine computations on systems with about 100 non-hydrogen atoms (2000–4000 basis func-
tions) can be performed on modern PCs.


Our improvements regarding accuracy are basically due to the use of modified second-order perturbation theory to account for many-
particle (electron correlation) effects. Such nonlocal correlations are responsible for important parts of the interaction in and between atoms
and molecules. A common example is the long-range dispersion interaction that lead to van der Waals complexes, but as shown here
also the conventional thermodynamics of large molecules is significantly influenced by intramolecular dispersion effects.


We first present the basic theoretical ideas behind our approaches, which are the spin-component-scaled Møller–Plesset
perturbation theory (SCS-MP2) and double-hybrid density functionals (DHDF). Furthermore, the effect of the independently developed empir-
ical dispersion correction (DFT-D) is discussed. Together with the use of large atomic orbital basis sets (of at least triple- or quadruple-�
quality), the accuracy of the new methods is even competitive with computationally very expensive coupled-cluster methods, but they still
remain routinely applicable for day-to-day chemical problems. This is demonstrated for the G3/99 benchmark set of heats of formation,
34 organic isomerization energies, and barriers for a number of pericyclic reactions. As an electronically complicated example, the rela-
tive energies of three isomeric Au8 clusters are considered.


In general, we recommend the very robust B2PLYP-D density functional approach for heat of formation calculations and for elec-
tronically complicated situations like transition metal complexes or open-shell species. With B2PLYP-D, an unprecedented low mean abso-
lute deviation for the G3/99 test set with a DFT approach of 1.7 kcal mol-1 has been achieved. For closed-shell main-group molecules
and many relative energies, SCS-MP2 is the method of choice, because it completely avoids the self-interaction error problem that still
plagues current DFT. In critical cases, it is recommended to apply SCS-MP2 and B2PLYP-D simultaneously, where also the comparison
with standard MP2 and density functionals like B3LYP may lead to additional insight.
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1. Introduction


Thermodynamic data are of interest to every chemist. For


many reasons, measuring these data is an expensive and


time-consuming process. On the other hand, quantum chem-


istry (QC) provides an alternative access to detailed thermo-


dynamic information about molecules. This is quite obvious,


because these properties are determined by the internal


energy states of a system. For “light” molecules, these states


are described by quantum mechanics via the nonrelativistic


Schrödinger equation and can thus be obtained by computa-


tions theoretically.1,2


In practice, however, one is confronted with a serious prob-


lem: even if only the electronic contributions are considered


quantum mechanically (what is normally done in QC), the nec-


essary equations will be too complex to be solved but for the


simplest (one-electron) systems. As soon as a second elec-


tron enters the system, the additional interelectronic coupling


leads to many-particle effects, and in QC, the phenomenon is


called electron correlation. For details, we refer the reader to


the very recent overview of Tew et al.3 Nevertheless we want


to emphasize here that one can distinguish two types of elec-


tron correlation: the Fermi correlation, which is related to


Pauli’s exclusion principle (electron spin) and is also called


exchange, and the Coulomb correlation, which is due to the


repulsive charge interactions between electrons. We will use


the term exchange exclusively when referring to Fermi corre-


lation and only speak of correlation when Coulomb correla-


tion is meant to avoid ambiguity.


Because exchange and correlation cannot be computed


exactly (and furthermore are not completely separable), sim-


plifications and approximations have to be introduced to keep


the mathematics treatable. In the most basic Hartree–Fock (HF)


approach to a many-electron system, only exchange is


accounted for. This method can be applied routinely to sys-


tems with a few hundred atoms, which is sufficient to treat


many chemical compounds of interest (although large bio-


chemical systems still represent a computational challenge).


Unfortunately its underlying simplification (i.e., the neglect of


electron correlation due to the product form of the wave func-


tion) leads to inaccuracies, which makes HF theory useless for


most thermodynamic problems in chemistry. This forces the-


orists to use more sophisticated correlated approaches. These


mostly rely on HF as starting point and are therefore called


post-HF. However, this increases the computational require-


ments drastically, and for highly accurate methods (as for


example the coupled-cluster treatments like CCSD(T)), the


hardware and CPU-time requirements are so demanding that


only systems with about 5–10 atoms heavier than hydrogen


can be treated. A compromise between accuracy and compu-


tational cost that also has a broad applicability for the treat-


ment of larger molecules is the second-order Møller–Plesset


perturbation theory (MP2),4 which forms the basis for the new


approaches discussed in this Account.


Another solution to the correlation problem is offered by


density functional theory (DFT).5,6 Within its local formula-


tion neither exchange nor correlation is treated by wave-func-


tion-type approaches. Functionals are defined instead that


calculate all energy contributions based on the electron den-


sity. The exact mathematical form of these functionals is


unknown, but approximative formulations have been found.


Because the computational cost of DFT in its present form is


much lower than that for any other method that describes cor-


relation, it has become the most widely used quantum chem-


ical method within the last 20 years. Roughly speaking,


current DFT provides the accuracy of an MP2 treatment (or


even slightly better) for the lower computational cost of a HF


treatment.


Nevertheless, the accuracy of MP2, as well as of DFT, is


often not sufficient in many applications. When speaking of


accuracy, chemists normally think of an error of about 1 kcal


mol-1 for relative (reaction) energies. For conformational equi-


libria, an even higher accuracy typically of about 0.1 kcal


mol-1 is required. This Account summarizes the effort, which


has been made in our group, to compensate for the shortcom-


ings of DFT and simple wave function methods, while still


retaining all of their desireable features, namely, to be appli-


cable in a “black-box” manner to large molecular systems. We


briefly recapitulate the underlying theory of our approaches


and then present their performance for the computation of


heats of formation (atomization energies) and for more com-


monly encountered relative energies (isomerizations). For rea-


sons of limited space, we exclude problems regarding


conformation equilibria here but want to note that according


to our experience the proposed methods also work very well


in this area.7


2. Theory of Our Approaches


As already mentioned in the Introduction, a systematic


increase of the accuracy of thermodynamic computations


based on ab initio methods is not feasible for large systems.


For molecules with up to four nonhydrogen atoms, subkilo-


joule accuracy can be obtained by sequences of coupled-clus-


ter calculations.8 Alternatives are empirical corrections to well-


established but generally too inaccurate standard methods.
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The modifications should be physically motivated and of a


general kind. Furthermore, only a few parameters (as few as


possible) should be introduced. This avoids “overfitting” prob-


lems and increases general applicability and the chances of


getting “the right answer for the right reason”. Furthermore,


qualities like size consistency and size extensivity should be


retained as all methods presented here do.


2.1. Improving MP2: Rating Things Right. One such


physically motivated correction to compute the correlation


energy is the spin-component scaled MP2 (SCS-MP2) approx-


imation.9 Perturbation theory finds solutions to a given prob-


lem by adding an infinite series of correction terms to an


unperturbed reference system, whose solutions (the HF deter-


minant in this case) are known. In the case of MP2, the cor-


rections are only of second-order, which represents a


compromise between accuracy and computational cost.


Our approach is based on the fact that the correlation


energy can be separated into contributions of electron pairs


with same spin (SS, also called triplet state contribution) and


opposite spin (OS, singlet state contribution), which are treated


equally in the standard MP approach and add to the total cor-


relation energy, EC:


EC ) EC
SS + EC


OS (1)


EC
SS ) 1


2∑
ij


eij +
1
2∑


ij


eij (2)


EC
OS ) ∑


ij


eij (3)


Here, the sums run over all unique electron pairs with indi-


vidual correlation energies e that are given by


eij ) ∑
ab


(Tij
ab - Tij


ba)(ia| jb) (4)


eij ) ∑
ab


(Tij
ab - Tij


ba)(ia| jb) (5)


eij ) ∑
ab


T ij
ab(ia|jb) (6)


Note, that these equations are exact as long as the exact dou-


ble-excitation amplitudes T (which can be interpreted as elec-


tron collision probabilities) are inserted. At the MP2 level,


these are simply computed as


Tij
ab ) (ia| jb)


εi + εj - εa - εb
(7)


where ij and ab refer to occupied and virtual spin orbitals,


respectively, being of � spin when marked with a bar, (ia|jb)


is a two-electron integral in charge-cloud notation, and ε


parameters represent canonical HF orbital energies.


Recently it has been shown, that a simple and plausible


correction to the MP2 scheme leads to significant improve-


ments in almost all cases where MP2 under-performs.9 The


correction is based on a different scaling of the SS and OS


contributions according to


EC[SCS-MP2] ) pOSEC
OS[MP2] + pSSEC


SS[MP2] (8)


where pOS and pSS are empirical (but theoretically well-


founded) scaling factors with values of 6/5 and 1/3, respec-


tively, which have been obtained from a fit to a set of


representative reaction energies9 (for a recent theoretical der-


ivation of the scaling factors see ref 10). This SCS-MP2


approach differs from standard MP2, where both components


contribute equally (i.e., pOS ) pSS ) 1). Initially it was shown,


that this simple correction gives performances in reaction


energies comparable to the very accurate coupled-cluster-type


QCISD(T) method.9


The success is easily traced to the manner in which the


more dynamical and short-ranged (i.e., OS) and static (i.e., SS)


correlation effects are handled. In the HF method (that actu-


ally corresponds to the first-order energy (MP1) of the series),


the SS electron pairs are already correlated (Fermi hole), while


the OS pairs remain uncorrelated. Low (second) order pertur-


bation theory cannot fully correct for this unbalanced start-


ing point. Hence, the non-HF-correlated pair contribution (OS)


must be scaled-up (it is underestimated in MP2), while the HF-


correlated contribution (SS) must be scaled-down. This basic


idea is illustrated in Figure 1, where the effects of exchange


and the correlation components are shown.


Note, that the empirical scaling factors are chosen such that


on average the total scaled correlation energy roughly equals


its MP2 counterpart (which is often rather close to the basis set


full CI limiting value) and that merely the error scatter for dif-


ferent systems is reduced.


The remarkable improvement of SCS-MP2 over MP2 for


various chemical problems, which was already apparent from


the first publication (and later verified for other problems, see,


for example, refs 11–16), inspired Jung et al.17 to move even


one step further. These authors suggest to neglect the same-


spin contribution completely (pSS ) 0 and an increased pOS )
1.3), which leads (within some reasonable numerical approx-


imations) to a method that computationally scales only with


the fourth power (instead of the fifth power for MP2 and SCS-


MP2) on the size of the system. The accuracy of this method,


which was termed SOS-MP2, is only slightly less than that of
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SCS-MP2 and (although more efficient for very large systems)


still superior to standard MP2.17


2.2. Double-Hybrid Density Functionals: Best of Both
Worlds. The SCS-MP2 method is a great improvement upon


MP2 and for electronically not too complicated systems a very


good approximation to CCSD(T) (quantum chemists “gold stan-


dard”). We suggest to replace routinely the MP2 method by its


improved successor in typical chemical applications. However,


SCS-MP2 still lacks some qualities, which limits its applicabil-


ity. Namely, spin-contaminated open-shell species and transi-


tion metal complexes are problematic.18 DFT is a much more


robust method for such cases.


Opposed to wave function methods, there is no clear way


to improve upon existing density functionals, and this ulti-


mately determines the accessible accuracy. However, there are


some guidelines that allow one to estimate the performance


of a functional, which usually improves accuracy by the way


it makes use of the electron density and of the Kohn–Sham


orbitals. By using the latter, one can incorporate nonlocal


effects for exchange (occupied) and correlation (occupied and


virtual). An improved description of exchange in current DFT


is achieved by an empirical mixing of Fock exchange of the


Kohn–Sham reference system with the contribution of a


semilocal exchange functional. This is the famous hybrid func-


tional approach,19,20 which vastly extended the accuracy and


applicability of DFT in chemistry. There also exists a nonem-


pirical prescription, which introduces nonlocal correlation to


DFT by a perturbation approach basically like MP2. This is


known as second-order Kohn–Sham perturbation theory


(KS-PT2).21,22 The main difference from MP2 is the self-con-


sistent way in which the correction is calculated. This leads to


numerical problems on the one hand and to computational


costs even larger than those of common MP2 on the other.


This was the starting point for our semiempirical approach


to make use of the virtual Kohn–Sham orbitals in complete


analogy to the treatment of nonlocal exchange in conven-


tional hybrid functionals. These new functionals combine the


contribution of a semilocal correlation density functional and


an MP2-like second-order correction, derived from the Kohn–


Sham orbitals.23 The exchange is evaluated like in standard


hybrid functionals. The exchange-correlation energy expres-


sion of such a double-hybrid density functional (DHDF) then


reads


EXC
DHDF ) (1 - aX)EX


DFT + aXEX
HF + (1 - aC)EC


DFT + aCEC
PT2 (9)


where EX is the exchange energy and EC is the correlation


energy. The perturbation correction has the usual (not spin-


component scaled) MP2 form


EC
PT2 ) 1


2∑
ia


∑
jb


(ia| jb)[(ia| jb) - (ib| ja)]
εi + εj - εa - εb


(10)


where ε are the Kohn–Sham orbital energies obtained self-


consistently from the hybrid-GGA part of the functional (i.e.,


the first three terms on the right-hand side of eq 9). It is impor-


tant to mention here that only the MP2-type perturbation for-


mula is used, but all input data come from a KS-DFT


treatment. The main advantage of this procedure is that the


perturbation correction is much more stable against static cor-


relation effects in particular for open-shell species where MP2


usually breaks down. This is also the clear distinction from a


related approach, where standard (HF-based) MP2 is mixed


with hybrid density functionals.24 The beneficial influence of


the “correlated” KS orbitals in systems with larger static cor-


relation contributions also explains why an SCS-type proce-


dure for the EC
PT2 term has only a minor effect on the accuracy


and hence was not considered further (also to keep it as sim-


ple as possible).


The parameters aX and aC have been determined empiri-


cally. Two DHDFs have been developed so far: B2PLYP with


aX ) 0.53 and aC ) 0.27 using the B8825 exchange func-


tional and mPW2PLYP26 with aX ) 0.55 and aC ) 0.25 using


mPW27 exchange. Both are combined with the LYP28 correla-


FIGURE 1. Schematic description of the contributions of exchange
and correlation to molecular energies that are relevant for the SCS-
MP2 method. At the Hartree level, only the classical electrostatic
interactions of the electrons are considered. Including the Pauli
principle leads to Fermi correlation of same spin (SS) electrons in HF
theory, while the opposite spin (OS) electron pairs remain
uncorrelated. This leads to a biased starting point of the MP
perturbation treatment, which can be corrected by the two SCS
factors. Finally, an overall more accurate (balanced) correlation
energy than standard MP2 with respect to the full configuration
interaction (FCI) limit is obtained. Note that, although the absolute
SCS-MP2 correlation energy is similar (or even smaller) than that
with MP2, on average it nevertheless yields more accurate
chemically relevant relative energies.
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tion functional. The two parameters have been determined


empirically by a fit to a subset of the G3/05 set of heats of for-


mantion (HOF). Compared with, for example, B3LYP with 20%


Fock exchange, both DHDFs include a much larger Fock-ex-


change fraction, which reduces the well-known self-interac-


tion error (which is important for transition states, for


example). The unwanted effects of increased Fock exchange


(e.g., incomplete account of static electron correlation effects)


are compensated by the EC
PT2 term.


Although the accuracy of the DHDF for thermodynamical


properties is remarkably higher than that of all other function-


als tested so far,26 further studies revealed that their perfor-


mance could be further enhanced with an additional empirical


correction for long-range dispersion effects (DFT-D approach).7


Intramolecular van der Waals interactions are of particular


importance in larger molecules, which has been overlooked


for many years.29 Although the perturbation correction should


describe such effects in principle, its long-range contribution


in B2PLYP and mPW2PLYP is too small (effectively about


30–40%), which was already evident from a consideration of


typical van der Waals complexes.23


For the dispersion correction we use (in a black-box man-


ner) the now well established and widely used approach from


ref 30 that has been described before in ref 31. and is based


originally on a correction for HF32,33 (for other DFT with dis-


persion methods, see ref 34 and references therein). The total


energy for any density functional (including DHDF) is given by


EDFT-D ) EKS-DFT + Edisp (11)


where EKS-DFT is the usual total DFT energy and Edisp is an


empirical dispersion correction given by


Edisp )-s6 ∑
i)1


Nat-1


∑
j)i+1


Nat C6
ij


Rij
6
fdmp(Rij) (12)


Here, Nat is the number of atoms in the system, C6
ij denotes


the dispersion coefficient for atom pair ij, s6 is a global scal-


ing factor that only depends on the functional used, Rij is an


interatomic distance, and fdmp(Rij) is a damping function to


avoid near-singularities for small R and electron correlation


double-counting effects.30 A very appealing feature of DFT-D


is that there is only one freely adjustable parameter (s6) for


each functional, which has been determined by a fit to van der


Waals binding energies to be 0.55 for B2PLYP and 0.4 for


mPW2PLYP, respectively.7 The other empirical parameters of


the method (which are fixed for all functionals) have been


derived from computed atomic data (van der Waals radii and


C6 coefficients30). The remaining parameter in the damping


function has intially been taken from the literature and was


later slightly modified.30 In the following, we mark the com-


bination of any density functional with our dispersion correc-


tion by the label “-D” appended to the functional name.


A basic assumption of this composite approach is that elec-


tron correlation effects operate on different lengths scales that


are (at least to a major extent) decoupled, and hence the con-


tributions can be treated independently. This is illustrated in


Figure 2.


Common semilocal exchange-correlation functionals


account (by construction) for static and dynamic correlation


effects only in relatively high-density regions, but these decay


(due to the density decay) exponentially. There are, however,


even in the medium distance range, nonlocal correlation


effects that are related to the involved orbitals in a very sys-


tem-dependent manner, as discussed in detail recently for the


seemingly simple case of alkane isomerization.35 Such effects


are treated in the DHDF mainly by the perturbative part. In the


long-range regime, the nonlocal correlations become less sys-


tem dependent and are insignificantly influenced by quan-


tum mechanical effects. They can therefore be treated by


classical potentials, that employ the known asymptotic R-6


dependence of the dispersion energy for atoms and small


molecules. Our approach thus tries to incorporate all relevant


correlation effects in a simple but well-defined and physically


well-founded manner. As already mentioned above, the only


known basic deficiency of the present approach is connected


to the self-interaction error of the semilocal functionals used


as components. These effects are, however, alleviated by the


use of relatively large amounts (∼50%) of Fock exchange.


FIGURE 2. Schematic description of the dispersion-corrected
double-hybrid density approach with basically different methods for
different electron correlation length scales. Note that not potentials
(or energies) but the methodological contributions in different
regions of interelectronic coupling are shown. The use of the
damping function in the dispersion correction avoids double-
counting effects with the density-dependent terms already present
in the conventional part of the functional.
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Equipped with the basic theory, we can now go on to


examine how these approaches perform for the computation


of typical thermodynamic properties. All results have been


obtained with a slightly modified version of the TURBOMOLE


program package.36 The Gaussian atomic orbital (AO) basis


sets employed are usually very large (of heavily polarized tri-


ple- or quadruple-� quality) and are taken from the TURBO-


MOLE library37 or from Dunning’s work.38,39 In all cases,


open-shell systems have been computed with an unrestricted


treatment, and if not mentioned otherwise, B3LYP optimized


ground-state geometries have been used. At this point, we


also want to acknowledge that SCS-MP2 as well as the DHDF


strongly benefit from technical progress made earlier. In par-


ticular the formulation of density fitting techniques, also called


resolution-of-the-identity (RI) approximation, speeds up MP2-


type computations roughly by a factor of 10–20, which has


led to some kind of renaissance of perturbation theory devel-


opment and application. As a sufficient discussion would


exceed the scope of this Account, we refer the interested


reader to the original work.40–43


3. Results and Discussion


3.1. Heats of Formation: The Showcase Discipline in


Thermodynamics. Among the various thermodynamic data,


molecular heats of formation (HOFs) take a special place. This


certainly is related to the direct comparability of experimen-


tal and theoretical gas phase data. They are most often the


topic of theoretical investigations, when QC methods are


benchmarked in performance tests.44–48 It is a common belief


that being good for HOF computations means also being good


for everything else. We will comment on this in the next sec-


tion. First we want to present results for our methods in this


application.


During the years, some “gold standard” sets of molecules


have been established, mainly based on the work of Curtiss


et al.44,46,49,50 who collected accurate experimental reference


data. They also developed a series of theoretical schemes to


compute HOF, known as Gn theories. Although these schemes


are rather successful (for the development of similar


approaches, see, for example, refs 51 and 52.), they are not


suitable for larger molecules (with more than about a dozen


non-hydrogen atoms) because they rely on sophisticated cou-


pled-cluster-type treatments with relatively large AO basis sets.


Because of the fewer number of individual calculation steps


that also have a lower computational cost, our approaches are


much simpler to perform. They are explained in detail in ref


15 for SCS-MP2 and in refs 23 and 26 for DHDF. Basically the


computation of a HOF requires the computation of an atomi-


zation energy. In DFT, this is typically done “brute force” with-


out further empirical corrections, because the important core-


correlation effects that occur upon atomization are accounted


for by the density functional. This is very difficult in wave func-


tion theory, and therefore Gn approaches and also our SCS-


MP2 computations include further terms. We use fitted


corrections to atomic energies (atom-equivalent scheme)15 to


implicitely account for core-correlation, nonharmonic vibra-


tional effects, and remaining deficiencies of the theoretical


treatment with respect to the differential electron correlation


between the atoms and the molecule. Furthermore, standard


two-point CBS(T-Q) extrapolations for the SCS-MP2 correla-


tion energy are performed in this case. These steps and the


atomic corrections are only necessary for SCS-MP2 atomiza-


tion energy computations and typically not done for more


conventional reactions.


For the DHDF only one single-point energy calculation with


a preferably large AO basis set is necessary, and no further


adjustments are made. Because of the favorable scaling


behavior with respect to the system size for both approaches


and because of the use of the RI approximation, we can apply


large AO basis sets of quadruple-� quality53 (auxiliary sets for


RI from refs 54 and 55). These basis sets give results near to


the basis set limit and are part of the reason for the high accu-


racy we can achieve.


In Table 1 some statistical quantities for two of the G-sets


are listed. It is obvious that SCS-MP2 as well as the DHDF are


very accurate. Even for the larger G3/99 test set49 with 223


entries, the mean absolute deviation (MAD) is only 2.1 kcal


mol-1 for mPW2PLYP and 1.7 kcal mol-1 for B2PLYP-D.


As mentioned in the theory section, we found that intramo-


lecular dispersion effects contribute significantly to the atomi-


TABLE 1. Statistical Data of Different Methods for Two Heat of
Formation Test Sets in kcal mol-1a


test set MP2b SCS-MP2b B3LYPb mPW2PLYP B2PLYP-D


G2/97c MD -0.4 -0.1 0.3 -0.7 0.4
MAD 1.7 1.2 2.1 1.5 1.4
max -min


error
13.9 9.2 22.7 13.8 11.9


G3/99d MD -4.6 -1.4 0.0
MAD 5.6 2.1 1.7
max -min


error
25.5 16.2 15.5


a The mean deviation (MD), mean absolute deviation (MAD), and the error
spread (maximum error - minimum error) with respect to experimental data
are given. b An atom-equivalent scheme has been applied in the computations
for the G2/97 set. The values refer to a slightly modified set, that is, spin-
contaminated open-shell species are removed and some main group metal
compounds are added; see ref 15. The MAD values without any atomic
corrections are 6.3 (MP2), 4.2 (SCS-MP2), and 5.2 (B3LYP) kcal mol-1. c G3
theory yields a MAD of 0.92 kcal mol-1 for the original G2 set. d Without any
further corrections, G3 theory yields a MAD of 1.05 kcal mol-1.
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zation energies of larger molecules.7 This becomes even more


visible when looking at the error distributions as shown in Fig-


ure 3. We compare B3LYP and B2PLYP with and without the


DFT-D corrections by showing the frequency of errors (devia-


tion ) experiment - theory) in 1 kcal mol-1 steps. Obviously


both functionals benefit from the correction. The errors


become more systematic and in particular for B2PLYP-D are


evenly distributed around a mean error of zero. Without the


D-correction, large molecules are computed to be too unsta-


ble, which can be seen in a shift of the distributions toward


negative deviations from experiment. Still B3LYP-D lacks the


accuracy of the DHDFs, which emphasizes the effect of the


new perturbation correction.


Because highly accurate HOF can be determined with


B2PLYP-D in one step without any further empirical correc-


tions or basis set extrapolations, we recommend this method


for HOF calculations whenever more elaborate methods like


coupled-cluster are not feasible.


3.2. Relative Energies: Different Requirements Favor
Different Approaches. Although there is great interest in


HOF, relative energies are what chemists are really concerned


with. These of course can be calculated by the detour over


HOF, but this is rather inefficient and generally not done in


computational chemistry. When computed HOFs are based on


atomization energies, all bonds are broken and (normally) a


closed-shell system is converted to an atomic open-shell spe-


cies. This is an extreme change in the electronic structure,


which can be considered as a worst case scenario for differ-


ential electron correlation effects. On the other hand, when


dealing with typical relative (reaction) energies, the reactants


and products are more akin to each other, and many prob-


lems appearing in the atomization calculation are not present


(as is also the case for HOF computations based on isodes-


mic reactions).


This is the reason why more and more benchmarks of the-


oretical methods are carried out with test sets of reaction ener-


gies, activation barriers, or isomerizations.56–60 This often


yields more insight, because the errors for more realistic


chemical changes are considered. For example, we could


show that common DFT methods are not able to correctly


describe the branching of alkanes,35 which is easily over-


looked when atomization energies of individual molecules are


computed. Contrary to the experimental findings, the n-al-


kanes appear to be more stable than their branched isomers


with most density functionals. In a following study, we


revealed that this failure also appears for substituted carbon


and silicon chains.61 Recently Schreiner summarized further


problems of DFT for relative energy computations and even


dissuaded DFT methods for their computation,62 though there


are some promising results63 that indicate that these prob-


lems may be overcome.


Therefore, we made a systematic investigation of how to


compute isomerization energies accurately.64 For this, we used


a set of 34 organic isomerization reactions, first introduced by


Jorgensen et al.65 We considered different basis sets as well


as a broad variety of methods. One outcome of this study


underlines the long-known fact, that well-balanced basis sets


of triple-� quality including sufficient polarization functions


have to be used for energy evaluations. Unfortunately this rep-


resents no established standard, and many computations in


the chemical literature still suffer from too small (double-�) AO


basis sets.


In Table 2, the top 12 methods, as well as results for


B3LYP, are listed based on their root-mean-square deviation


(rms) with respect to the experimental data. As can be seen by


this comparison, the SCS-MP2 approach outperforms all other


methods tested except CCSD(T)/cc-pVTZ. SCS-MP2 is also


superior to the DFT methods, which one would not expect


based on its performance in “brute-force” HOF computations.


It has an rms value of 1.3 kcal mol-1, which is 0.5 kcal mol-1


less than the best conventional density functional tested


(BMK57). This underlines the different requirements for rela-


tive energies and for HOF computations and that the perfor-


mance for one particular type of reaction cannot be


transferred one-on-one to others. Note also that the disper-


sion correction even for this relatively small molecule contain-


ing set makes a significant contribution, such that B2PLYP-D


FIGURE 3. Histogram of deviations with respect to experimental
data for the G3/99 set of heats of formation. The corresponding
MAD values are 5.6 kcal mol-1 (B3LYP), 3.1 kcal mol-1 (B3LYP-D),
2.4 kcal mol-1 (B2PLYP), and 1.7 kcal mol-1 (B2PLYP-D).
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becomes the best-performing DFT approach tested with an


accuracy similar to that of SCS-MP2.


Further studies that prove the high accuracy of SCS-MP2


and B2PLYP for chemically more meaningful relative ener-


gies have been performed for different pericyclic reac-


tions.12,66 An overview of the performance in comparison to


standard MP2 and B3LYP is given in Table 3. Note that we are


considering also reaction barriers here, which is not funda-


mentally different from the computation of a reaction energy


from the theoretical point of view.


Clearly, both new methods improve over their popular pre-


cursors. The MAD for the barriers with SCS-MP2 and B2PLYP


is typically less than 1–2 kcal mol-1 compared with 3–4 kcal


mol-1 for MP2 or B3LYP. Similar improvements are observed


for the reaction enthalpies, although B2PLYP is clearly outper-


formed here by SCS-MP2. Additionally in these studies12,66 it


was observed that both methods benefit from an increasing


quality of the basis set, as expected for a well-behaved quan-


tum chemical method. This does not necessarily hold for other


methods, and in particular, the B3LYP results often deterio-


rate with increasing basis set quality.


Finally in order to explore the limits of application of our


methods, we briefly want to show results for an electronically


more difficult case. Molecular clusters of gold and in particu-


lar their transition from the planar two-dimensional (2D) to


three-dimensional (3D) structures have been intensively stud-


ied (see ref 67 and references therein). Recently rather accu-


rate CCSD(T) computations of the relative energies of


representative types of structures for the Au8 neutral closed-


shell system have been performed by Olson and Gordon.67


The three most important structures that are also considered


here are shown in Figure 4. The system is of theoretical inter-


est also because of the so-called “aurophilic” interaction (see


ref 68 and references therein), which is regarded as a disper-


sion-like electron correlation phenomenon that mainly


involves the completely filled but relatively polarizable d-shells


of the metal (80 electrons in total). Such contributions (which


are further complicated by ionic correlation contributions68)


are difficult to account for by standard density functionals, and


TABLE 2. Statistical Data for the Performance of Different Methods
for 34 Organic Isomerization Energies in kcal mol-1a


method rms MAD max no. outliers


CCSD(T)/cc-pVTZ 0.95 0.68 2.3 0
SCS-MP2 1.27 1.03 2.6 0
B2PLYP-D 1.50 1.01 5.3 2
BMK 1.79 1.28 4.7 4
mPW2PLYP 1.83 1.19 6.1 4
B2PLYP 1.93 1.32 6.0 4
MP2 2.04 1.45 6.2 3
PBE0 2.45 1.79 7.0 7
MPWB1K 2.47 1.89 4.9 11
PBE 2.54 1.89 7.3 6
BH-LYP 2.66 1.66 8.9 4
BP86 2.70 1.88 8.4 6
CCSD(T)/6-31G(d) 2.78 1.82 9.6 6
B3LYP 3.27 2.29 10.2 11


a When not noted otherwise, the computations have been performed with the
TZV(2df,2pd) AO basis set. The root-mean-square deviation (rms), mean
absolute deviation (MAD), maximum (unsigned) deviation (max), and the
number of cases with a deviation larger than 3 kcal mol-1 (no. outliers) with
respect to experimental values are given.


TABLE 3. Statistical Performance Data for Three Perturbative
Methods and B3LYP for Different Types of Pericyclic Reactions in
kcal mol-1c


a The reference data refer to the CBS-QB3 level of theory. b The reference data
refer to the G3 level of theory. c All computations refer to the cc-pVTZ AO
basis. The mean deviation (MD) and the mean absolute deviation (MAD) for
activation (∆Hq(0K)) and reaction enthalpies (∆H(0K)) with respect to
theoretical reference values are given.


FIGURE 4. Molecular structures of the investigated gold clusters.
The numbers refer to an ordering of isomers used also in previous
studies.
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furthermore metallic systems are usually considered as the


worst case scenario for MP2 and related HF-based methods.


Inspection of the results for the relative energies reveals


this system as being electronically rather problematic with


very strong electron correlation contributions. Note that all


three isomers have a relatively large HOMO–LUMO gap and


according to test calculations not much multiconfigurational


character. As can be seen from Table 4, the planar form


becomes much too stable at the HF level due to missing elec-


tron correlation effects. Oppositely, correlation is grossly over-


estimated at the MP2 level such that the more “dense”


3D-structures become more stable by 12 and 17 kcal mol-1


compared with the planar form. This typical problem of MP2


(overcorrelation) is alleviated by SCS-MP2, and the error with


respect to the CCSD(T) result is reduced by 50%. However, the


3D-structures are still slightly more stable than structure 1, and


as can be seen by the very good SCS-MP3 result,69 higher-


order corrections (couplings between electron-pair excitations)


are necessary to come close to the CCSD(T) result. This miss-


ing robustness of SCS-MP2 (and the increased computational


cost of SCS-MP3) were two of the reasons for the develop-


ment of the DHDF approach, which performs excellently in this


example. In fact, the difference between the B2PLYP result and


the CCSD(T) reference values of about 1–2 kcal mol-1 is


within the expected basis set and geometry effects. Note that


with B2PLYP (and this holds also for SCS-MP2) 3 and 6 are


correctly computed to be much closer in energy. For this prop-


erty and also regarding the 2D-3D transition, the B3LYP (and


to a lesser extend PBE) functionals are not accurate enough.


4. Conclusion


This Account has dealt with the developments that we have


made in about the last five years to find quantum chemical


methods for an accurate theoretical description of the ther-


modynamic data even for large molecules. Because the


required chemical accuracy can currently not be achieved by


a systematic improvement of first principle methods because


of the too demanding computational costs, we have intro-


duced a few physically motivated corrections to existing stan-


dard quantum chemical techniques. These do not lead to a


significantly increased computational expense, and thus our


methods have the computer hardware requirements of a stan-


dard second-order perturbation treatment. Together with the


use of density-fitting (RI) integral approximations, routine com-


putations on systems with about 100 nonhydrogen atoms


(2000–4000 basis functions) can be performed on modern


PCs.


As the presented results show, our corrections dramatically


improve the performance of MP2 and standard hybrid den-


sity functionals. The HOFs are typically so accurate that they


can compete with experiment and can even be used to iden-


tify problematic cases for measurement. Relatively large AO


basis sets are necessary to achieve this, and we strongly rec-


ommend not going below the triple-� level and not relying on


uncontrollable error compensation. Although not discussed in


detail in this Account, we would also like to underline that


both SCS-MP2 and the dispersion-corrected DHDF are also


very well suited for all applications that involve noncovalent


interactions.7,34


When looking for the appropriate theoretical method for a


given thermodynamic problem, we want to stress that the


choice depends very much on the nature of the chemical


problem at hand. We recommend the more robust B2PLYP-D


functional for HOF calculations and for electronically compli-


cated situations like transition metal complexes or open-shell


species. For closed-shell main-group molecules and many rel-


ative energies, SCS-MP2 is the method of choice because it


completely avoids the self-interaction error problem of cur-


rent DFT. Note that 4d/5d-transition metal complexes do not


represent so difficult correlation problems for SCS-MP2 as has


recently been shown for the thermodynamics of the rutheni-


um-catalyzed olefin metathesis.70


It also seems important to mention that both methods are


fundamentally of single-reference character and thus break


down for genuine multireference cases like covalent bond


breaking or metallic systems with vanishing HOMO–LUMO


gap. In any case, we would also recommend applying SCS-


MP2 and B2PLYP-D simultaneously in critical problems, where


also the comparison with standard MP2 and density function-


als like B3LYP may lead to additional insight.


Future development of the DHDF is expected to increase


the accuracy further, because until now only unmodified


TABLE 4. Relative Energies (in kcal mol-1) for the Three Au8


Clusters with Planar and Three-Dimensional Structuresa


relative energy


method 1 (D4h) 3 (Td) 6 (D2d)


HF 0 24.4 33.6
MP2 0 -12.3 -17.1
PBE 0 13.2 16.2
B3LYP 0 21.7 25.7
SCS-MP2 0 -1.8 -3.3
SCS-MP3 0 8.6 10.8
B2PLYP 0 8.2 8.9
CCSD(T)b 0 6.0 7.2


a The computations refer to a large def2-QZVPP71 ([7s5p4d4f2g]) AO basis set
and the Stuttgart ECP72 with 19 valence electrons. The structures have been
fully optimized at the PBE level. The numbers refer to an ordering of isomers
used also in previous studies. b CCSD(T) results using a triple-� AO basis set
from ref 67.
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semilocal functionals have been used as components. Work to


adjust these to the presence of the perturbative and the dis-


persion terms are currently under way in our laboratory. How-


ever, with further improvement of the electronic contribution


to the thermodynamic properties of larger molecules there will


be a point where reconsideration of the vibrational contribu-


tions (in particular for atomization energies) will become


essential.


We appreciate financial support by the Deutsche Forschungs-
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the SFB project ‘Molecular Orientations and its Functions in


Chemical Systems’.


Note Added in Proof. The outstanding performance of DHDF


also compared to highly parametrized density functionals has


been demonstrated very recently for extensive thermody-


namic and kinetic benchmark sets by Martin et al.73
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C O N S P E C T U S


Chiralsupramolecular systems have attracted a great deal of interest from synthetic chemists over the past two decades because
of their ability to mimic complex biological processes and their potential applications in enantioselective events such as asym-


metric catalysis and chiral sensing. Chiral metallocycles, among the simplest forms of chiral supramolecular systems, are of par-
ticular interest because of their relative ease of synthesis. In this Account, we survey recent developments in the rational design
and synthesis of chiral metallocyclic systems based on metal–ligand coordination and their potential applications in enantioselec-
tive recognition and catalysis.


General design principles for metallocycles are first introduced with particular focus on thermodynamic and kinetic consider-
ations. The symmetry requirements for the linear and angular building units, the influence of stoichiometries and reaction con-
centrations, and the roles of solvents are discussed. Optimum synthetic conditions for the self-assembly and directed-assembly of
metallocycles are also compared.


Three synthetic strategies for chiral metallocycles are broadly categorized based on the source of chirality, namely, (1) intro-
duction of metallocorners containing chiral capping groups, (2) use of metal-based chirality owing to specific coordination arrange-
ments, and (3) introduction of chiral bridging ligands. The bulk of this Account focuses on the third synthetic strategy with examples
of chiral metallocycles built from atropisomeric bridging ligands based on the 1,1′-binaphthalene framework. The influences of
ligand geometries and metallocorner configurations on the metallocycle structures are demonstrated. The synthetic utility of directed-
assembly processes is illustrated with numerous examples of cyclic polygons ranging from nanoscopic dimers to a mesoscopic
47mer. Moreover, the directed-assembly processes offer exquisite control on structure, chirality, and functionality of the metallocycles.


A number of interesting applications have been demonstrated with chiral metallocycles with diverse sizes and functionalities.
For example, metallocycles with the Pt(diimine) metallocorners show interesting behaviors as luminophores in prototype light-
emitting devices, chiral molecular squares based on 1,1′-binaphthyl-derived bipyridyl bridging ligands and fac-Re(CO)3Cl corners
exhibit enantioselective luminescence in the presence of the 2-amino-1-propanol analyte, and chiral metallocycles based on 1,1′-
binaphthyl-derived bialkynyl bridging ligands and cis-Pt(PEt)2 corners activate Ti(IV) centers to catalyze highly enantioselective diethyl-
zinc additions to aromatic aldehydes to afford chiral secondary alcohols. Additionally, chiral metallocycles synthesized via the weak-
link approach (WLA) are shown to exhibit allosteric regulation. They experience significant changes in the cavity sizes and shapes
upon the introduction of other ligands, with the resulting open structures serving as a catalyst for acyl transfer reaction or as an
enantioselective recognition pocket.


In summary, chiral metallocycles with much enhanced stability, favorable solubility characteristics, unprecedentedly large sizes,
well-positioned functional groups, and desired chirality have been synthesized using a combination of self- and directed-assem-
bly strategies. The applications of these chiral metallocycles in light-emitting devices, allosteric regulation, chiral sensing, and asym-
metric catalysis have been demonstrated. The examples illustrated in this Account give testimony to chemists’ ability, through
chemical manipulations, to create large and complex chiral metallocycles that can potentially serve as mimics of natural enzyme
systems.
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Introduction
One of the most important goals in modern supramolecular


chemistry is to develop efficient synthetic strategies for large


molecular architectures that reach the hierarchical complexity of


natural systems. Such biomimetic synthetic models should facil-


itate fundamental studies of Nature’s highly efficient biochemi-


cal machineries and are a key focus of current molecular


nanotechnology.1,2 Stepwise synthetic procedures are the most


widely used routes to constructing a variety of compounds.


These methods are extremely powerful for the synthesis of small


organic molecules, but often time- and yield-prohibitive for large


molecules, especially those that approach Nature’s complexity.


Much effort has therefore been directed toward developing alter-


native synthetic strategies for large supramolecular structures


such as macrocycles and cages.3,4


Self-assembly synthetic schemes have been shown to be


extremely useful for highly symmetrical large molecular archi-


tectures. Properly designed and preprogrammed building units


can spontaneously assemble into well-defined and thermody-


namically stable supramolecular products.5 Such a self-assem-


bly process takes advantage of kinetically labile bonds


between building units to eliminate potential defects that


might lead to product heterogeneity. Under proper synthetic


conditions, the assemblage can undergo self-sorting6 and self-


correcting processes until all the components congregate into


well-defined final products that are the most stable thermo-


dynamically.7 The synthesis of phenol-formaldehyde or


resorcinol-aldehyde cyclic oligomers, known as calixarenes,


is a good example of high-yield macrocycle formation under


such a thermodynamic control.8 The self-sorting and self-cor-


recting ability of well-defined supramolecular architectures is


driven by noncovalent bonds such as hydrophobic/hydrophilic


considerations, π-π interactions, hydrogen bonding, and met-


al–ligand coordination.9,10 In particular, metal–ligand coordi-


nation chemistry has been used extensively to construct


supramolecular structures such as helices,11 tubes,12 metallo-


cycles, and cages.13,14 These architectures are spontaneously


generated by simply mixing component building units (ligands


and metallocorners) in solution. Rich coordination chemistry


has been used to construct a wide variety of metallocycles by


incorporating the binding sites with suitable angles.1,5 In this


Account, we will review recent developments on the rational


synthesis and applications of a subclass of metal-containing


macrocycles, namely, chiral metallocycles.


Design Principles for Metallocycles
The symmetry of individual building units and the overall


shape of the resulting assembly are the most important fac-


tors to be cogitated in the rational design of discrete metallo-


cycles. Milestone works by Fujita1,2 and Stang5,7,15 have


clearly demonstrated the ability to efficiently construct small


molecular polygons based on metal–ligand coordination with


appropriate rigid and directional building units. These pioneer-


ing examples have shown that two types of building units (lin-


ear and angular) are required to construct molecular polygons


with a high efficiency. Linear building units possess two active


functional end groups that are oriented 180° from each other


and can only interact with the end groups of angular build-


ing units. The final shapes and symmetries of the resulting


assemblies will solely depend on the type and stoichiometry


of linear and angular building units. A remarkably large vari-


ety of metallocycles has been constructed via self-assembly of


angular and linear building units, and their structures can be


readily rationalized based on such simple symmetry and geo-


metric considerations. For example, the assembly of a planar


triangle can be achieved by combining three linear building


subunits and three 60° angular ones. A molecular square can


be constructed in several different ways, including a combi-


nation of four linear and four 90° angular building units and


a combination of two different 90° angular building units.


Combining five linear subunits with five angular ones that pos-


sess a 108° angle between their binding sites will generate a


molecular pentagon (Figure 1). These predictions of metallo-


cycle sizes assume total conformational rigidity of subunits,


but deviations from the ideal binding angles can occur. Met-


allocycles of different shapes from those predicted by these


simple geometrical considerations can occasionally result


because of conformational flexibility of the building units.


FIGURE 1. Schematic representation of the self-assembly of simple metallocycles.
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Thermodynamic and Kinetic
Considerations
Most of the known metallocycles were obtained via sponta-


neous self-assembly of properly chosen building blocks.5 The


key to successful self-assembly reactions is that the entire


assembly must be able to undergo self-correcting processes to


access the thermodynamically stable species.16,17 Three crit-


ical conditions need to be considered for the synthesis of met-


allocycles under thermodynamic control: (i) the bonds must


form only between the building units’ active functional end


groups, (ii) the bonds must be kinetically labile to allow for


self-correction, and (iii) the resulting species must be thermo-


dynamically favored over competing species.9


It is well-established that closed cyclic structures are enthal-


pically favored over open ones because a larger number of


metal–ligand bonds are formed than in open oligomeric spe-


cies. Although acyclic oligomers may polymerize to increase


the number of bonds formed, the donor and acceptor sites at


each end of the polymer will always remain uncoordinated.


When cyclization is unfavorable, the oligomers will likely poly-


merize until higher oligomers precipitate as kinetic products.


Small metallocycles are favored over larger ones for


entropic reasons. Assuming negligible steric effects and ring


strain, the free energy change of the macrocyclic equilibrium


is ∆G ) -T∆S, which indicates that the equilibrium is domi-


nated by the entropy of the system. As the equilibrium shifts


from smaller to larger cyclic assemblies, the smaller popula-


tion of large cycles leads to a decrease of the entropy (∆S <
0) and thus an increase of the free energy (∆G > 0). The equi-


librium shift from smaller cycles to larger cycles is thus disfa-


vored, and smaller cycles often represent the lowest energy


structure. As a result, many molecular triangles and squares


are reported in the literature, and very few large metallocycles


are known.18,19


Solvents often play an important role in the self-assembly


of metallocycles. The high yields of these thermodynamically


controlled processes are a consequence of kinetic lability of


the metal–ligand bonds. The ability to self-correct to reach the


most stable structure is often facilitated by the use of appro-


priate solvents. The solvent molecule can act as a weakly


coordinating ligand and assists to solubilize various fragments


and open-chain oligomers yet can be readily displaced by the


bridging ligand for cycle formation.20


Much larger metallocycles can on the other hand be obtained


in a kinetically controlled reaction that is typically carried out


under high dilution conditions.21 In such cases, the self-correc-


tion process is not operative and well-defined building blocks


with appropriate geometrical features are even more important


for predictable synthesis of kinetically controlled macrocycles.


The formation of different sizes of linear intermediates makes it


possible to form larger cycles during the reaction. Smaller cycles


will still be favored over larger cycles in such kinetically con-


trolled reactions owing to kinetic factors.


The preference for forming smaller metallocycles during


kinetically controlled syntheses can be overcome by using the


so-called directed-assembly strategy. As shown schematically


in Figure 2, ligand-terminated acyclic oligomers can be syn-


thesized by using a large excess of the ligand relative to the


metal connecting unit via an iterative stepwise growth pro-


cess. Under optimal conditions, the ligand-terminated acyclic


oligomers can be purified by chromatography or crystalliza-


tion. Metal-terminated acyclic oligomers can be synthesized


using the same strategy. Combination of both ligand- and


metal-terminated acyclic oligomers in a 1:1 molar ratio will


lead to much larger metallocycles than those possible from


the self-assembly of simple ligand and metal connecting units.


In such directed-assembly processes, metallocycles can only


result from [1 + 1], [2 + 2], [3 + 3], or higher-order cycliza-


tion reactions. Our recent work has shown that metallocycles


of unprecedentedly large sizes can be synthesized using this


directed-assembly strategy.21


Synthetic Strategies toward Chiral
Metallocycles
Owing to the importance of chirality in biological processes,


there is a keen need for the ability to efficiently synthesize


FIGURE 2. Schematic representation for directed assembly of large kinetically controlled metallocycles.
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chiral molecules.22 Chiral supramolecular systems have


attracted a great deal of interest from synthetic chemists


because of their potential utility in enantioselective events


such as sensing and asymmetric catalysis over the past two


decades.23 Although numerous metallocycles have been


reported, few of them were designed with such a functional


consideration. Chiral metallocycles are thus an interesting syn-


thetic target owing to the prospect that well-designed chiral


metallocycles can possess enzyme-like chiral pockets and


functionalities for applications in chiral sensing and asymmet-


ric catalysis.24


Three distinct strategies have been employed for the con-


struction of chiral metallocycles: (1) introduction of chiral met-


allocorners that possess chiral capping groups, (2) use of


metal-based chirality owing to specific coordination arrange-


ments, and (3) introduction of chiral bridging ligands. In the


first approach, chiral metallocycles were prepared by the inter-


action between achiral bridging ligands and metallocorners


with chiral chelating groups. Optically active metal complexes


with [M(R-BINAP)(OTf)2] (M ) Pd or Pt, BINAP ) 2,2′-bis(diphe-


nylphosphino)-1,1′-binaphthalene) as a chiral building block


have been used to construct chiral molecular squares (Figure


3).25 When combined with bis(4-(4′-pyridyl)phenyl)iodonium


triflate, heteronuclear optically active cyclic species 1a and 1b


were obtained. These molecular squares are chiral due only


to the chiral transition-metal auxiliary (BINAP) in the assem-


bly. Both 1a and 1b possess D2 symmetry, with one C2 axis


passing through the center of the binaphthyl rings and the


other C2 axis passing through the two iodine atoms.


Chiral tetranuclear molecular squares25 were readily syn-


thesized when [M(R-BINAP)(OTf)2] was treated with C2h-sym-


metrical diaza ligands 2,6-diazaanthracene (DAA) in acetone.


Only a single diastereomer was obtained as evidenced by a


single signal in the 31P NMR spectrum. In contrast, when 2,6-


diazaanthracene-9,10-dione (DAAD) was used in place of DAA


(Figure 3), the reaction mixture consisted of a dominant dias-


tereomer of 2a and 2b in a diastereomeric excess (de) of 81%


and minor amounts of other diastereomers. These chiral


molecular squares were also characterized by electrospray


mass spectrometry (ESI-MS). Stang et al. also synthesized a


family of interesting chiral molecular squares containing por-


phyrins by using trans-5,15-di(4′-pyridyl)porphyrin (trans-DPy-


DPP) as the linear modules and enantiopure BINAP-Pd(II) as


the angular units (Figure 4).26 The rotation of the metal-
pyridyl bonds in 3 is restricted at room temperature, and the


chirality of the metallocorners thus promotes the formation of


enantiomeric macrocycles with a puckered geometry.


In the second strategy, chiral metallocycles were assem-


bled by exploiting the coordination geometries of octahedral


transition metal complexes. Zhang and co-workers27 reported


the assembly of chiral molecular squares using achiral build-


ing blocks. When two achiral bidentate ligands interact with


octahedral metal ions such as Co(II) or Mn(II), the resulting


octahedral complexes become chiral. No chiral auxiliary


FIGURE 3. Synthesis of chiral metallocycles with chiral metallocorners.


FIGURE 4. Porphyrin-containing chiral metallocycles.
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ligands are needed for the construction of chiral molecular


squares using this strategy. For example, chiral metallocycles


were obtained when the bridging ligands possessing D2d sym-


metry, tetraacetylethylene dianion (tae), were coordinated to


octahedral Co(II) metallocorners that were capped with a


chelating di-2-pyridylamine (dpa) ligand. The D2d symmetry is


reduced to pure rotational symmetries, and chiral molecular


square CoII
4(tae)4(dpa)4, 4, was obtained in 15% yield and


characterized by single-crystal X-ray crystallography (Figure 5).


The synthesis of 4 demonstrates that ligands with a ∼90°


twist between the binding sites can facilitate the formation of


chiral molecular squares when octahedral metal ions are


employed. Along the same line, MacDonnell et al. synthesized


chiral molecular hexagons by using octahedral complexes


with propeller-like arrangements of three chelating ligands


around a metal center. Chiral building blocks [(bpy)Ru-


(tpphz)2]2+ and [(bpy)Os(tpphz)2]2+ (where tpphz is tetrapy-


rido[3,2-a:2′,3′-c:3′′ ,2′′ -h:2′′′ ,3′′′ -j]phenazine) were connected


with palladium metal centers to afford hexagonal molecules


with cavities as large as 5.5 nm in diameter.28


The third approach takes advantage of chiral bridging


ligands, which contain inherent chirality. Chiral bridging


ligands can be simply linked with achiral metallocorners to


generate chiral metallocycles. Although this approach requires


greater synthetic manipulations to prepare chiral bridging


ligands, it provides a variety of possibilities to modify the


resulting chiral pockets, which may contain functionalities for


important applications. This approach was first used for the


assembly of a family of novel chiral molecular squares by


using enantiopure linear 1,1′-binaphthyl-derived bipyridyl


bridging ligands 5a-d and fac-Re(CO)3Cl corners (Figure 6).29


During the assembly process, one single enantiomer was


obtained in high yield, which possesses an approximate D4


symmetry when the isomers due to the positions of Cl are


ignored. The IR spectra of metallocycles 6a-d exhibit three


carbonyl stretches, consistent with the formation of the fac-


[Cl(CO)3Re] metallocorners that have local Cs symmetry.


When enantiopure angular 1,1′-binaphthyl-derived bipyri-


dine bridging ligands and [M(dppe)]2+ metallocorners (M ) Pd


or Pt) were employed, chiral molecular squares were assem-


bled with D4 symmetry (Figure 7).30 The formation of chiral


metallocycles was confirmed by a variety of analytical tech-


niques including IR, UV–vis, circular dichroism (CD), NMR spec-


troscopy, and ESI mass spectrometry. All these chiral


metallocycles are highly luminescent in solution at room tem-


perature with quantum efficiencies of 0.06–0.63. Interest-


ingly, a new meso dimeric metallocycle with C2 symmetry is


generated when equal molar enantiopure molecular squares


of opposite handedness are mixed in solution due to self-dis-


crimination and labile M-pyridyl bonds.


FIGURE 5. Single-crystal X-ray structure of Co4(tae)4(dpa)4, 4.


FIGURE 6. Synthesis of chiral molecular squares based on
enantiopure linear 1,1′-binaphthyl-derived bipyridyl bridging ligands
and fac-Re(CO)3Cl corners.


FIGURE 7. Synthesis of chiral molecular squares based on
enantiopure angular 1,1′-binaphthyl-derived bipyridyl bridging
ligands and [M(dppe)]2+ metallocorners.
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Self- and Directed-Assembly of Chiral
Pt-Alkynyl Metallocycles
Due to the high stability of Pt-alkynyl bonds, many metallo-


cyles have been constructed using the Pt-alkynyl linkage.


Chiral metallocycles need to be reasonably stable for applica-


tions in many purported enantioselective events. For exam-


ple, high stability and favorable solubility in nonpolar solvents


are prerequisites for chiral metallocycles to be applicable in


asymmetric catalytic reactions.


By taking advantage of the robust Pt-alkynyl linkage, chiral


metallocycles were constructed by both self- and directed-


assembly routes. As shown in Figure 8, reactions of ligands


9a-c with equal molar equivalents of cis-PtCl2(PEt3)2 in the


presence of a CuI catalyst at room temperature generated


chiral molecular triangles 10a-c exclusively in modest


yields.31 Compounds 10a-d were characterized by 1H{31P},
13C{1H}, and 31P{1H} NMR spectroscopy, mass spectrometry,


elemental analysis, and IR, UV–vis, and circular dichroism (CD)


spectroscopies. Interestingly, CD spectra of 10a-d exhibit an


intense band at ∼202 nm, in addition to three lower-energy


bands corresponding to naphthyl πf π* transitions (Figure 9).


The new CD band at ∼202 nm can be assigned to the tran-


sitions associated with cis-Pt(PEt3)2 moieties. This result sug-


gests that the triethylphosphines on the Pt centers adopt a


propeller-type arrangement (relative to the naphthyl groups),


apparently steered by chiral binaphthyl moieties. Cycles


10a-d exhibit enhanced lower-energy CD signals over the


free ligands, consistent with the presence of multiple ligands


in each metallocycle.


Molecular triangles were obtained from the interaction


between linear ligands 9a,b,d and the cis-PtCl2(PEt3)2 metal-


locorners owing to their entropic advantage, although molec-


ular squares were the expected products based on geometrical


considerations. This result illustrates the kinetic preference of


smaller metallocycles over the thermodynamically stable


larger ones. However, this preference to form exclusively


molecular triangles can be reverted to produce molecular


squares based on the same building blocks via stepwise direct-


ed-assembly processes (Figure 10).32 When the monopro-


tected enantiopure bis(alkynyl) 11a,b,d was treated with 0.5


equiv of cis-PtCl2(PEt3)2 in the presence of CuCl catalyst in


diethylamine at room temperature, the Pt-containing interme-


diates 12a,b,d, were obtained in relatively high yield


(74-89%), which were further deprotected by K2CO3 to afford


the Pt-containing intermediates with terminal alkynes 13a,b,d.


Chiral molecular squares 14a,b,d were prepared in 34–46%


yields by treating 13a,b,d with 1 equiv of cis-PtCl2(PEt3)2 in the


presence of a CuCl catalyst and diethylamine at low temper-


atures (0 to -20 °C). All these intermediates and chiral molec-


ular squares were characterized by 1H, 13C{1H}, and 31P{1H}


NMR, IR spectroscopy, and FAB mass spectrometry. Interest-


ingly, when Pt(4,4′-dtbPy)Cl2 was incorporated in place of cis-
PtCl2(PEt3)2 with linear bridging ligand 15, both chiral


molecular triangle 16 and square 17 were synthesized in


29% and 22% yield, respectively (Figure 11).33 Molecular


squares 17 were also exclusively constructed via stepwise


directed-assembly reactions in modest yields.


Chiral dinuclear metallacyclophanes 19a-c were obtained


when enantiomerically pure 6,6′-bis(alkynyl)-1,1′-binaphtha-


lene 18a-c were reacted with 1 equiv of cis-Pt(PEt3)2Cl2 (Fig-


FIGURE 8. Synthesis of chiral molecular triangles with the Pt-alkynyl linkage.


FIGURE 9. CD spectra of 9d and 10d in acetonitrile.
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ure 12).34 Single-crystal X-ray diffraction studies revealed that


the two cis-Pt(PEt3)2 units were linked by two angular


bis(acetylene) ligands to form a cyclic dinuclear structure 19c.


However, both Pt centers adopted slightly distorted square pla-


nar geometry with the cis angles around the Pt1 center rang-


ing from 82.4(2)° to 101.3(1)° and the cis angles around the


Pt2 center ranging from 84.3(2)° to 100.3(1)°. The rigid met-


allacyclophane structure of 19c was characterized by very


small dihedral angles between the naphthyl rings within each


18c ligand (62.18° and 73.45°).


Interestingly, when topologically different 3,3′-bis(alkynyl)-


1,1′-binaphthalene bridging ligands 20a-c were used in place


of their geometric isomers of 18a-c, chiral dinuclear metal-


lacyclophanes 21a-c were obtained that are supramolecu-


lar isomers of 19a-c (Figure 13).35 Single-crystal X-ray


structure determination showed that the asymmetric unit of


21c contained two molecules of 21c and one ethyl acetate


solvent molecule. No crystallographic symmetry is present in


the molecules of 21c in the solid state. Close proximity of the


1,1′-binaphthalene units is clearly evident in the X-ray struc-


ture of 21c, which prevents the formation of a catalytically


active Ti-binolate species (see below).


Chiral molecular polygons ranging from triangle to octa-


gon were obtained when linear trans-Pt(PEt3)2Cl2 was used to


connect the 6,6′-bis(alkylnyl)-1,1′-binaphthalene 18b.36 Each


of the chiral molecular polygons [trans-(PEt3)2Pt(18b)]n, (n )
3–8, 22–27) was separated by silica-gel column chromatog-


raphy, and analytically pure 22–27 were obtained in 5%,


FIGURE 10. Directed synthesis of Pt-alkynyl chiral molecular squares.


FIGURE 11. Metallocyclic triangle and square with [Pt(4,4′-dtbPy)]2+ metallocorners.
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18%, 16%, 10%, 5%, and 4% yield, respectively (Figure 14).


Compounds 22–27 have been characterized by 1H, 13C{1H},


and 31P{1H} NMR spectroscopy, FAB and MALDI-TOF MS, IR,


UV–vis, and circular dichroism (CD) spectroscopies, and


microanalysis. It was believed that limited conformational flex-


ibility of the bridging ligand is a key to the facile one-pot self-


assembly of chiral molecular polygons 22–27. This result


represents a rare example in which multiple products can be


readily isolated from a coordination-directed self-assembly


process, but still this process is not amenable to the synthe-


sis of even larger metallocycles.


An expeditious stepwise directed-assembly strategy was


developed for the synthesis of exceptionally large chiral met-


allocycles by cyclization of metal- and ligand-terminated oli-


gomers.37 These mesoscopic polygons were built from 2,2′-
diacetoxy-1,1′-binaphthyl-3,3′-bis-(ethyne) bridging ligand 20b
and linear trans-Pt(PEt3)2Cl2 connector. The requisite metal-


and ligand-terminated oligomers were synthesized via an iter-


ative process as shown in Figure 15 and treatment of metal-


terminated (20b)m[Pt]m+1Cl2 with 1 equiv of ligand-terminated


[Pt]n(20b-2H)n+1H2 in the presence of CuCl catalyst at room


temperature afforded cyclic species. For example, by treating


equimolar (20b)[Pt]2Cl2 and [Pt](20b-2H)2H2, molecular trian-


gle (25%), hexagon (45%), and nonagon (15%) were effi-


ciently assembled with an overall yield of 85%. These chiral


metallocycles were unambiguously characterized by MALDI-


TOF MS and resulted from [1 + 1], [2 + 2], and [3 + 3]


cyclization processes, respectively (Figure 16). Metallocycles of


much larger size have been efficiently synthesized by this pro-


cess (Table 1). The largest metallocycle contains 47 [Pt] and


47 20b units with an expected molecular weight of 39847.5


Da. Molecular mechanics simulations indicated that the inter-


nal cavities of these molecular polygons range from 0.9 to 22


nm. Size-exclusion chromatography and diffusion-order NMR


spectroscopy were used to characterize these extraordinarily


large chiral metallocycles. Interestingly, supramolecular iso-


FIGURE 12. Self-assembly of Pt-alkynyl chiral metallacyclophanes.


FIGURE 13. Self-assembly of isomeric Pt-alkynyl chiral metallacyclophanes.
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FIGURE 14. Self-assembly of chiral molecular polygons.


Chiral Metallocycles Lee and Lin


Vol. 41, No. 4 April 2008 521-537 ACCOUNTS OF CHEMICAL RESEARCH 529







mers of these exceptionally large metallocycles were simi-


larly prepared when topologically different bis(alkynyl)


bridging ligands 18b were used in place of 20b, illustrating


the generality of this directed-assembly synthetic method-


ology.21,38


Directed-Assembly of Multifunctional Chiral
Pt-Alkynyl Metallocycles
In addition to providing a facile route to construct extraordi-


narily large polygonal structures, the stepwise directed-assem-


bly also offers exquisite control on the structure and


functionality of the metallocycles. Homochiral molecular


square trans-[(PEt3)2Pt]4(18b)3(18a), 28, and octagon {trans-
[(PEt3)2Pt]3(18b)3(18a)}2, 29, possessing bridging ligands with


different protecting groups were prepared by treating


(18b)3[Pt]4Cl2 with 1 equiv of 18a in the presence of a cata-


lytic amount of CuCl in deaereated CH2Cl2 and NEt3 at room


temperature (Figure 17).21 The molecular square and octa-


gon resulted from [1 + 1] and [2 + 2] cyclization processes,


respectively, and possess two types of ligands with the ratio


FIGURE 15. Synthesis of acyclic Pt-alkynyl building blocks via directed-assembly.


FIGURE 16. Directed-assembly of unprecedentedly large chiral
metallocycles (top), energy-minimized structure of metallocycle with
47 metal centers (bottom left), and retention times of the
metallocycles in SEC (bottom right).


TABLE 1. Efficient Directed-Assembly of Exceptionally Large Chiral
Metallocycles


products (yield %)


reagents
(m +


n + 1)
2(m +
n + 1)


3(m +
n + 1)


total
yield (%)


m ) 1, n ) 1 25 45 15 85
m ) 1, n ) 2 59 20 8 87
m ) 1, n ) 3 77 9 2 88
m ) 3, n ) 2 74 15 89
m ) 3, n ) 3 66 9 75
m ) 7, n ) 7 62 7 69
m ) 11, n ) 11 63 63
m ) 15, n ) 15 57 57
m ) 23, n ) 23 10 10
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of 18b/18a ) 3:1. The two ligands 18a are separated by


three ligands 18b in the octagon, which results in D2 symme-


try. The acetyl protecting groups in the metallocycles were


readily removed by treating with inorganic bases to give


hydroxyl-containing metallocycles.38 For example, the molec-


ular square [trans-(PEt3)2Pt(18b)]4 was treated with K2CO3 in


MeOH and THF to afford metallocycle [trans-(PEt3)2Pt(18-OH)]4
with hydroxyl functional groups, which was further converted


to new metallocycles with other functionalities, such as octa-


decyl chains or Frechét dendrons.


All of the Pt-alkynyl metallocycles described above were


built from enantiopure bridging ligands of the same


handedness. The directed-assembly approach was also used


to introduce ligands of the opposite chirality to generate


non-homochiral metallocycles.21 The oligomers (R,S,R)-


[Pt]2(18b)3H2 and (R,S,R,S,R)-[Pt]4(18b)5H2 were prepared by


treating (R)-L-H2 with 0.25 equiv of [(S)-18b][Pt]2Cl2 at 0 °C in


the presence of a CuCl catalyst (Figure 18). Molecular square


(R,S,R,S)-[trans-(PEt3)2-Pt(18b)]4 and octagon (R,S,R,S,R,S,R,S)-


[trans-(PEt3)2Pt(18b)]8 were obtained in high yields (76% and


8%, respectively) by treating (R,S,R)-[Pt]2(18b-2H)3H2 with 1


equiv of [(S)-18b][Pt]2Cl2 at room temperature in the presence


of a catalytic amount of CuCl. Molecular square (R,R,R,S)-


[trans-(PEt3)2Pt(18b)]4 and octagon (R,R,R,S,R,R,R,S)-[trans-
(PEt3)2Pt(18b)]8 were prepared in 83% and 10% yield, respec-


tively, by treating (R,R,R)-[Pt]2(18b)3H2 with 1 equiv of [(S)-


18b][Pt]2Cl2 at room temperature in the presence of a


catalytic amount of CuCl. Molecular square (R,R,S,S)-


[trans-(PEt3)2Pt(18b)]4 and octagon (R,R,S,S,R,R,S,S)-[trans-
(PEt3)2Pt(18b)]8 were prepared in 76% and 12% yield, respec-


tively, by treating (R,R)-(18b)2[Pt]3Cl2 with 1 equiv of (S,S)-


[Pt](18b)2H2. The present synthetic approach thus allows the


synthesis of all of four diastereomeric molecular squares by


simply starting from building blocks of desired chirality. The


non-homochiral molecular squares and octagons were char-


acterized by 1H{31P}, 31P{1H}, and 13C{1H} NMR spectroscopy


and MALDI-TOF MS. The 1H{31P}, 31P{1H}, and 13C{1H} NMR


spectra of molecular square (R,S,R,S)-[trans-(PEt3)2Pt(18b)]4 and


octagon (R,S,R,S,R,S,R,S)-[trans-(PEt3)2Pt(18b)]8 show a single


ligand environment due to the same chemical environments


FIGURE 17. Synthesis of homochiral metallocycles containing bridging ligands with different protecting groups.
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of both (R)- and (S)-bridging ligands, which is consistent with


D2d symmetry of the square and D4d symmetry of the octa-


gon. In contrast, the 1H{31P} and 31P{1H} NMR spectra of the


molecular square (R,R,S,S)-[trans-(PEt3)2Pt(18b)]4 and octagon


(R,R,S,S,R,R,R,S)-[trans-(PEt3)2Pt(18b)]8 show two sets of peaks,


corresponding to two different chemical environments for the


naphthyl groups and [Pt] centers, corresponding to C2h sym-


metry of the square and D2d symmetry of the octagon. The
1H{31P} NMR spectra of the molecular square (R,R,R,S)-[trans-
(PEt3)2Pt(18b)]4 and octagon (R,R,R,S,R,R,R,S)-[trans-(PEt3)2-


Pt(18b)]8 show broad peaks due to the overlap of signals from


the naphthyl groups in four different chemical environments.


The retention times of the non-homochiral squares and octa-


gons are a little larger than those of the corresponding homo-


chiral squares and octagons, which indicate smaller sizes of


non-homochiral cycles. This is because the non-homochiral


cycles adopt butterfly structures rather than the more planar


geometry seen in the homochiral metallocycles (Figure 19).


Chiral Metallocycles as Luminescent
Materials in Light-Emitting Devices
Compound 17 was explored for application in a light-emit-


ting device by taking advantage of an interesting lumines-


cence property of the Pt(diimine) moieties.39–41 The thin film


of 17 shows significantly red-shifted and broadened emis-


sions at ∼730 nm, suggesting its severe aggregation in thin


films (Figure 20a).33 Weak fluorescence peaks at ∼440 nm


observed in a solution of 17 completely disappeared. Consis-


tent with the aggregation behavior of 17, LED devices with


structure ITO/PEDOT-PSS/EL layer/CsF/Al, where PEDOT-PSS


denotes poly(ethylene dioxythiophene) doped with poly(sty-


rene sulfonate) and EL layer is 17, gave very broad emissions


at ∼730 nm with highest brightness of only <20 cd m-2 (Fig-


ure 20b). The poor device performance is presumably a result


of aggregation quenching of triplet emissions. To alleviate


aggregation quenching, 17 was doped into poly(N-vinylcar-


bazole) (PVK), a well-known hole-transport polymer. The PL


spectra of spin-coated films of the blends of 17 and PVK


showed significant blue shift of the triplet emissions of 17 (Fig-


ure 20a). It is also evident from Figure 20a that energy trans-


fer between PVK and 17 is rather inefficient. Interestingly, the


EL spectra of 17 in a similar device structure showed mostly


triplet emission of 17 at longer wavelength (Figure 20b), con-


sistent with a dominant direct charge-trapping mechanism


(instead of intermolecular energy transfer) in the EL process.


Very bright and efficient LEDs were built based on the blends


of 17 and PVK. For the blend with 5 wt % 17 in PVK, the max-


imum brightness reaches 5470 cd m-2 with a maximum


luminous efficiency of 0.93 cd A-1. This level of performance


is superior to that reported for simple bis(acetylide)Pt(II)


complexes.


Chiral Metallocycles for Enantioselective
Sensing and Asymmetric Catalysis
Due to their outstanding asymmetric discrimination and sta-


ble chiral configuration, the metallocycle 6d shows interest-


FIGURE 18. Synthesis of building units for non-homochiral metallocycles.
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ing enantioselective luminescence quenching behavior by


chiral amino alcohols in THF.29 The luminescence signal of


enantiopure (R)-6d at 412 nm can be quenched by both enan-


tiomers of 2-amino-1-propanol but at significantly different


rates. Figure 21 shows the Stern-Völmer plots of (R)-6d (2.2


× 10-6 M) in the presence of (R)- and (S)-2-amino-1-propanol


in THF. It is evident that luminescence quenching of chiral


metallocycle 6d by 2-amino-1-propanol is enantioselective.


For (R)-6d, the Stern-Völmer quenching constant Ksv is 7.35


M-1 in the presence of (S)-2-amino-1-propanol, and 6.02 M-1


in the presence of (R)-2-amino-1-propanol. (R)-6d has an enan-


tioselectivity factor ksv(R-S)/ksv(R-R) of 1.22 for luminescence


quenching in favor of (S)-2-amino-1-propanol. The opposite


trend in enantioselectivity was observed for the quenching of


(S)-6d by 2-amino-1-propanol, which lends further support to


a chirality-based luminescence-quenching selectivity. This


magnitude of enantioselectivity for 6d is significantly higher


that of free ligand 5d, which shows an enantioselective fac-


tor of 1.04, suggesting a better-defined chiral environment


conferred by metallocycle 6d. It has been proposed that the


formation of a nonemissive hydrogen-bonded complex and a


poorly emissive excited-state proton-transfer complex is


FIGURE 19. 1H{31P} NMR spectra of non-homochiral and homochiral squares [trans-(PEt3)2Pt(18b)]4 and single-crystal X-ray structure (right
top) and a space-filling model (right bottom) of (R,S,R,S)-[trans-(PEt3)2Pt(18a)]4.


FIGURE 20. PL (a) and EL (b) of 17 in solution, thin film, and PVK blends.


FIGURE 21. Stern-Völmer plots of (R)-6d (2.2 × 10-6 M) in the
presence of (S)- and (R)-2-amino-1-propanol.
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responsible for the luminescence quenching of phenylene-


acetylene dendrimers with BINOL core by amino alcohols.42


It is interesting to note that no enantioselectivity was observed


for the luminescence quenching of 6d by 1-amino-2-propanol,


which supports the involvement of amino groups in the for-


mation of a ground-state hydrogen-bonded complex and an


excited-state proton transfer complex.43


Molecular triangle 10d contains chiral dihydroxy function-


alities and was used for highly enantioselective catalytic dieth-


ylzinc additions to aromatic aldehydes, which afforded chiral


secondary alcohols upon hydrolytic workup as shown in


eq 1.31 With Ti(IV) complexes of 10d as the catalyst, chiral


secondary alcohols were obtained in greater than 95% yield


and 89–92% ee for a wide range of aromatic aldehydes with


varying steric demands and electronic properties (Table 2). In


comparison, when the free ligand 6,6′-dichloro-4,4′-diethynyl-


2,2′-binaphthol was used instead of 10d, a lower ee (80%)


was obtained for the addition of diethylzinc to 1-naphthalde-


hyde. The broad substrate scope for catalytic diethylzinc addi-


tions using 10d and Ti(OiPr)4 suggests that there is significant


flexibility in the dihydroxy groups to accommodate aldehydes


of various sizes.


As shown in Table 3, the Ti(IV) complexes of 19c are excel-


lent catalysts for the additions of diethylzinc to 1-naphthalde-


hyde with 94% ee and >95% conversion at 0 °C.34 The


enantioselectivity has however dropped significantly when


other smaller aromatic aldehydes were used as the substrates.


This result differs from the performance of 10d, which has a


very broad substrate scope. Such a difference is believed to be


a direct consequence of much more rigid structure of 19c; the


dihedral angles of naphthyl rings in the Ti(IV) catalyst cannot


vary to accommodate aldehydes of various sizes to give high


enantioselectivity. The chiral dihydroxy groups in 19c thus dif-


fer from those of BINOL and may prove useful for mechanis-


tic work owing to their rigid structure.


Interestingly, the steric congestion around the chiral dihy-


droxy groups in isomeric metallacyclophane 21c prevented its


reaction with Ti(OiPr)4 to form active catalysts for diethylzinc


additions to aromatic aldehydes. This result highlights the


influence of supramolecular arrangement on not only stereo-


selectivity but also activity of asymmetric catalysts derived


from metallocycles.


Allosteric Regulation of Chiral
Metallocycles
Chiral metallocycles synthesized via the weak-link approach


(WLA) can exhibit significant changes in the size and shape of


the macrocyclic cavities upon the introduction of other


ligands.44 Mirkin and co-workers have recently demonstrated


novel allosteric effects on the metallocycles built using the


weak-link approach (WLA).45 When an allosteric effector is


introduced to the condensed intermediate templated by hemi-


labile ligands, it can strategically form both strong and weak


coordination bonds with metal centers to selectively and


reversibly open the condensed intermediate into a flexible


macrocycle.45–47For example, the metallocycle 31 contain-


ing two structural domains (Rh(I)) and two catalytic domains


(Zn(II)) can be opened to form 32 by the introduction of CO


gas (1 atm) in the presence of Cl– ions in CH2Cl2 (Figure


21).48 Both CO and Cl- are required to break the thioether/


Rh(I) bonds, leaving the phosphine/Rh(I) bonds intact. The


result of the selective breaking of these bonds is a concom-


itant significant change in molecular shape. This opened


cavity allows substrate molecules to enter, where they


undergo a fast intramolecular reaction. Since the acyl trans-


fer reaction between acetic anhydride and pyridyl carbinol


TABLE 2. Diethylzinc Additions to Aldehydes Catalyzed by Ti(IV)
Complexes of 10d


TABLE 3. Diethylzinc Additions to Aldehydes Catalyzed by Ti(IV)
Complexes of 19c at 0 °C
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can be catalyzed in a bimetallic fashion, this allosteric cat-


alyst increases the reaction rate significantly (Figure 22).


The incorporation of a pH-sensitive fluorophore (diethylami-


nomethylanthracene) to interact with the reaction byprod-


uct, acetic acid, provides a straightforward method for


visually and spectrophotometrically monitoring the reac-


tion (Figure 23).


Allosteric metallocycles were recently employed in


enantioselective recognition of chiral mandelic


acid.49Enantiomerically pure (S)-33 was treated with 1 equiv


of [Cu(CH3CN)4](ClO4) in CH2Cl2 to form the condensed inter-


mediate (S)-34, which was further reacted with 2,2′-bpy (1


equiv) in CH2Cl2 to yield an opened structure (S)-35 (Figure


24). When closed complex (S)-34 was treated with a large


FIGURE 22. Synthesis of allosteric chiral metallocycles.


FIGURE 23. Analyte binding opens the cavity and allows substrate molecules to enter, where they undergo a fast intramolecular reaction to
generate acetic acid, which protonates a pH-sensitive fluorescent probe.


FIGURE 24. Synthesis of allosteric chiral metallocycles (S)-34 and (S)-35 and mandelic acid complexed metallocycle (S)-36.
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excess of (S)- or (R)-mandelic acid, no significant changes in


the fluorescence intensities were observed, which is because


the binding pocket is closed and the multiple hydrogen-bond-


ing sites required to complex mandelic acid are not accessi-


ble. However, open complex (S)-35 can accommodate


mandelic acid, and the fluorescence intensity of (S)-35


increases in the presence of (S)- or (R)- mandelic acid. This


increase in fluorescence is due to the suppressed photoin-


duced electron-transfer fluorescence quenching as the amine


nitrogen atom of (S)-35 is protonated by the acid. In solution


with CH2Cl2 (containing 2% 1,2-dimethoxyethane (DME)), the


fluorescence intensity of (S)-35 (1.0 × 10-4 M) was increased


3.1-fold upon treatment with (S)-mandelic acid (5.0 × 10-3 M)


but only 1.9-fold with (R)-mandelic acid (5.0 × 10-3 M). The


net fluorescence intensity increase of (S)-35 by (S)-mandelic


acid was 2.33 times that by (R)-mandelic acid.


Summary and Outlook
Significant progress has been made on the rational design of


chiral metallocycles over the past decade. Numerous chiral


metallocycles ranging from dimeric metallacyclophanes to


unprecedentedly large metallocycles with 47 metallocorners


were synthesized with three distinct synthetic strategies. Unlike


their covalent organic counterparts, chiral metallocycles can be


constructed with unprecedented predictability and ease via


judicious choices of multitopic bridging ligands and unsatur-


ated metal centers. The newly developed directed-assembly


routes allow the synthesis of chiral metallocycles with much


enhanced stability, favorable solubility charactersitics, unprec-


edentedly large sizes, well-positioned functional groups, and


desired chirality. The applications of these chiral metallocycles


in light-emitting devices, allosteric regulation, chiral sensing,


and asymmetric catalysis have been demonstrated. The influ-


ences of supramolecular arrangement on chiral molecular


sensing and both activity and stereoselectivity of asymmetric


catalysts derived from metallocycles were established. The


examples illustrated in this Account give testimony to chem-


ists’ ability, through chemical manipulations, to create large


and complex chiral metallocycles that can potentially serve as


mimics of natural enzyme systems, from sensing to catalysis.


Future advances in this area will likely be directed toward fur-


ther exploitation of supramolecular functions of chiral metal-


locycles in many applications, including molecular recognition,


host–guest interaction, chiral recognition, and catalysis. Such


research efforts will lead to new materials with desirable and


tunable properties and ultimately to the demonstration of


nanoscale devices and molecular machinery.


We thank National Science Foundation and ACS-PRF for


generous funding of our research on chiral supramolecular


systems. W.L. also thanks Dr. Hua Jiang for invaluable contri-


butions to this research program.
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C O N S P E C T U S


Metalloenzymes catalyze some of the most demanding
reactions in biochemistry, thereby enabling organisms


to extract energy from redox reactions and utilize inorganic
starting materials such as N2 and CH4. Bound metal ions
bring to enzymes greater chemical versatility and reactivity
than would be possible from amino acids alone. However the
host proteins must control this broad reactivity, activating the
metal for the intended reaction while excluding the rest of its
chemical repertoire. To this end, metalloproteins must con-
trol the metal ion reduction midpoint potential (Em), because
the Em determines what redox reactions are possible. We
have documented potent redox tuning in Fe- and Mn-con-
taining superoxide dismutases (FeSODs and MnSODs), and
manipulated it to generate FeSOD variants with Ems span-
ning 900 mV (21 kcal/mol or 87 kJ/mol) with retention of
overall structure. This achievement demonstrates possibili-
ties and strategies with great promise for efforts to design or modify catalytic metal sites.


FeSODs and MnSODs oxidize and reduce superoxide in alternating reactions that are coupled to proton transfer,
wherein the metal site is believed to cycle between M3+ · OH- and M2+ · OH2 (M ) Fe or Mn). Thus the Em reflects
the ease both of reducing the metal ion and of protonating the coordinated solvent molecule. Moreover similar Ems
are achieved by Fe-specific and Mn-specific SODs despite the very different intrinsic Ems of high-spin Fe3+/2+ and
Mn3+/2+. We provide evidence that Em depression by some 300 mV can be achieved via a key enforced H-bond that
appears able to disfavor proton acquisition by coordinated solvent. Based on 15N-nuclear magnetic resonance (NMR),
stronger H-bond donation to coordinated solvent can explain the greater redox depression achieved by the Mn-
specific SOD protein compared with the Fe-specific protein. Furthermore, by manipulating the strength and polarity
of this one H-bond, with comparatively minor perturbation to active site atomic and electronic structure, we suc-
ceeded in raising the Em of FeSOD by more than 660 mV, apparently by a combination of promoting protonation of
coordinated solvent and providing an energetically favorable source of a redox-coupled proton. These studies have
combined the use of electron paramagnetic resonance (EPR), NMR, magnetic circular dichroism (MCD), and optical spec-
trophotometry to characterize the electronic structures of the various metal sites, with complementary density func-
tional theoretical (DFT) calculations, NMR spectroscopy, and X-ray crystallography to define the protein structures and
protonation states. Overall, we have generated structurally homologous Fe sites that span some 900 mV, and have
demonstrated the enormous redox tuning accessible via the energies associated with proton transfer coupled to elec-
tron transfer. In this regard, we note the possible significance of coordinated solvent molecules in numerous biolog-
ical redox-active metal sites besides that of SOD.
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Introduction to FeSOD and MnSOD
Superoxide dismutases (SODs) catalyze the disproportionation


of superoxide to molecular oxygen and hydrogen peroxide, as


part of cells’ defense against oxidative stress.1 SODs are found


in all aerobic organisms, and their activity modulates the con-


sequences and courses of numerous conditions including


inflammation, diabetes, neuronal degeneration, cancer, and


old age. Three different enzymes all share the name SOD


because they catalyze the same overall reaction. The Cu- and


Zn-containing SODs are generally eukaryotic. Ni-containing


SODs are found in certain fungi and bacteria, and the Fe- or


Mn-dependent SODs (Fe/MnSODs) are found predominantly in


bacteria, some plant chloroplasts (FeSOD), and mitochondria


(MnSOD). Fe- and MnSODs share structural2 and amino acid


sequence homology3 and are therefore considered to consti-


tute a single class of SODs. Some members of this class dis-


play significant activity with either Mn or Fe (cambialistic


Fe/MnSODs),4,5 whereas others are active only with Fe (FeS-


ODs) or Mn (MnSODs).


Fe/MnSODs are dimers or tetramers of identical ∼22 kDa


monomers, each with an active site containing a single Mn or


Fe ion (Figure 1). The metal ion adopts trigonal bipyramidal


geometry, bound by two histidines and one aspartate ligand


in the equatorial plane. A third histidine plus a molecule of


coordinated solvent serve as axial ligands. Figure 1 also shows


a crystallographic water molecule in the channel that provides


access to solvent, at the position from which substrate and


analogous exogenous anions such as N3
- are believed to bind


to Fe3+.6


Fe or Mn reduction is coupled to proton uptake,7,8 most


likely by the coordinated solvent, so the metal center cycles


between M3+ · OH- and M2+ · H2O, for M ) Fe or Mn.9,10


Thus, Fe/MnSODs alternately oxidize and reduce O2
•-, and


protonate substrate in the rate limiting step (eq 1b):7


O2
•- + H+ + LM3+ ·OH-f O2 + LM2+ ·OH2 (1a)


O2
•- + H+ + LM2+ ·OH2f H2O2 + LM3+ ·OH- (1b)


where L stands for the SOD protein.7–9


The coordinated solvent hydrogen bonds (H-bonds) with a


second sphere residue, which is either a glutamine or a histi-


dine, and this is the coordinated solvent’s only interaction


beyond the metal ion coordination sphere (Figure 1).6,11 The


glutamine in turn H-bonds with the conserved Tyr34, Asn72,


and Trp122 (Figure 1) in a H-bond network that extends over


both domains of the protein, thus allowing any energy asso-


ciated with the H-bond to solvent to be distributed over dis-


tant elements of the protein structure. Because glutamine’s


H-bond with Trp122 must constitute H-bond acceptance by


glutamine, this constrains the glutamine’s side chain O to


present its -NH2 group in H-bond donation to coordinated


solvent. Among mesophilic FeSODs, the glutamine derives


from position 69, whereas the analogous glutamine of


MnSODs derives from position 146 (Figure 1, numbering is


based on the FeSOD and MnSOD of E. coli).12,13


Early Metal Ion Substitutions. Brock, Harris, Ose, and Fri-


dovich showed that MnSOD depleted of Mn and reconstituted


with Fe lacked activity.15–16 Similarly, Yamakura showed that


FIGURE 1. Ribbon structure of FeSOD and cartoon view of the
active site, based on the 1ISB.pdb coordinates of Lah et al.6 The
ribbon structure shows the position of the active site glutamine of
FeSOD (orange) and MnSOD (purple, backbone only). Green dashed
lines indicate H-bonds present in the active sites of at least some
FeSOD variants.
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FeSOD is not active with Mn bound,17 and mis-incorporation


of Fe into mitochondrial (Mn)SOD protein results in an inac-


tive SOD.18 In contrast, cambialistic Fe/MnSODs can use either


metal ion.4,5 Given the thousands of Fe/MnSODs that exist, it


is most likely that they will span a range of specificities for Fe


vs Mn. Nevertheless, Fe/MnSODs with the highest specific


activities with one metal ion appear essentially inactive with


the other.


We proposed that the relative inactivity of Fe-substituted


MnSOD and Mn-substituted FeSOD (Fe(Mn)SOD and Mn(Fe)-


SOD, respectively) could be substantially due to differences in


the redox tuning applied by Fe-specific vs Mn-specific proteins,


which would be appropriate for the native metal ion but not


the other.19 Under this hypothesis, the cambialistic Fe/Mn-


SODs would apply intermediate redox tuning that would


enable either metal ion to function.


The electronic configurations of high-spin Fe and Mn pro-


duce very different reduction midpoint potentials (Ems) for the


3+/2+ couple. For d4 Mn3+, the electron acquired upon


reduction is readily accommodated in a vacant d orbital. How-


ever for d5 Fe3+, reduction requires that one orbital accom-


modate a second electron. Thus, for the hexa-aquo ions, the


3+/2+ Ems are reported as 1.5 and 0.77 V vs the normal


hydrogen electron (NHE) for Mn and Fe, respectively.20 Simi-


larly, for the Mn- and Fe-EDTA complexes, they are 0.8 and


0.1 V vs NHE, respectively.21 Borovik’s group finds that for


complexes with tripodal tris[(N′-tert-butylureaylato)-N-ethyl]ami-


nato ligands, the Mn-hydroxide complex has an Em 300 mV


higher than that of the analogous Fe complex.22 Thus, one


anticipates that if bound by a protein in the same way,


Mn3+/2+ should display an Em several hundred millivolts


higher than that of Fe3+/2+. However optimal SOD activity


requires Em values intermediate between the potentials of the


two half-reactions.23 Thus, we reasoned that the Mn-specific


SOD protein ((Mn)SOD) should depress the Em of its bound


metal ion several hundred millivolts more than should the Fe-


specific SOD protein ((Fe)SOD, Figure 2).19 By extension, we


proposed that when (low Em) Fe is bound in (depressing)


(Mn)SOD protein, the resulting Fe(Mn)SOD should have an Em


several hundred millivolts lower than that of FeSOD (Figure 2,


right) and that the Em of Mn(Fe)SOD would be much higher


than that of MnSOD (Figure 2, left). Similarly, we proposed that


the above mis-metalated SODs should fail to turn over due to


inability to oxidize or reduce superoxide, respectively.19


This was proven to be correct for the SODs of Escherichia
coli.19,24 Fe(Mn)SOD was found to display negligible activity at


neutral pH and an Em near -240 mV vs NHE, whereas anal-


ogous titrations of FeSOD displayed reversible Nerstian behav-


ior with an Em of 220 mV,19 close to results obtained by other


groups.23 Even comparison with more recent titrations that


obtain 20 mV for FeSOD,25 yields an ∼300 mV lower Em for


Fe in Fe(Mn)SOD vs FeSOD.19 Similarly, MnSOD was found to


have an Em near 290 mV (vs. 390 mV for human MnSOD26)


whereas oxidation of Mn(Fe)SOD required the use of the


strong oxidant MnO4
- (Em ≈ 1.5 V).24 Even IrCl6


2- (Em ≈ 0.87


V) or MoCN8
3- (Em ≈ 0.82 V)20 proved unable to oxidize


Mn(Fe)SOD. Thus, the Em of Mn(Fe)SOD could be estimated to


lie above 930 mV, representing a >0.5 V increase above the


Em of MnSOD.19


Such large displacements of Em suffice to explain the inabil-


ities of Fe(Mn)SOD and Mn(Fe)SOD to turn over at a signifi-


cant rate. Furthermore, Fe(Mn)SOD retained ability to bind and


reduce superoxide but specifically lacked ability to oxidize it,


consistent with Fe(Mn)SOD’s low Em. Moreover additional fac-


tors that may contribute to the inactivities of Fe(Mn)SOD and


Mn(Fe)SOD likely stem from the same active site differences


that are responsible for the different Ems. Fe3+(Mn)SOD


retained N3
-, F-, and OH- binding affinities actually slightly


higher than those of Fe3+SOD.27 Fe3+(Mn)SOD might there-


fore be susceptible to competitive inhibition by OH- at neu-


tral pH, and indeed activity is restored to a small (7%) but


significant extent at lower pH.28,29 However because other


small anions also bind with heightened affinity, it is reason-


FIGURE 2. Model for different redox tuning applied by the Fe-
specific SOD protein (orange) and the Mn-specific SOD protein
(violet) upon Fe (red) and Mn (purple). Potentials are vs NHE and
those of superoxide’s reactions are from Sawyer and Valentine.45
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able to expect that O2
•- may too, so information on specific-


ity is needed. Moreover, recovery of activity at lower pH (near


6) is also consistent with our proposal that a low Em can


explain Fe(Mn)SOD’s inactivity. For reduction coupled to pro-


ton uptake, the Em is expected to rise at lower pHs; thus


Fe(Mn)SOD’s Em is expected to approach the value required for


oxidation of O2
•-,19 with concomitant recovery of activity, at


low pH.


Mn2+(Fe)SOD did not bind N3
- or F-.24 Thus its inability to


reduce O2
•- may reflect substrate binding defects additional


to its very high Em. However the limits we have placed on


Mn(Fe)SOD’s Em suffice to explain its inactivity.


Why Are the Midpoint Potentials so Different? The 1.8


Å-resolution crystal structure of Fe(Mn)SOD does not reveal an


obvious structural basis for the low activity and Em of Fe in the


(Mn)SOD protein (Figure 3).30 Electronic structural differences


sufficient to cause the altered Ems of Fe when bound in


(Mn)SOD protein are also not observed. The EPR signal is very


sensitive to the coordination environment of Fe3+ and detects


subtle differences between the g values of Fe3+SOD and


Fe3+(Mn)SOD for the turning points attributable to the ms )
(3/2 Kramer’s doublet, yielding zero-field parameters of |D|


) 1.85 cm-1, E/|D| ) 0.24, and |D| ) 2 cm-1, E/|D| ) 0.22,


respectively. Thus, Fe3+ appears to experience similar ligand


fields in the (Mn)SOD and (Fe)SOD proteins. Likewise, the para-


magnetic contributions to chemical shift report on covalency


of ligand coordination to Fe2+, as well as anisotropy of the


unpaired electron spin density distribution.31,32 Hence the sim-


ilarity of the 1H chemical shifts of the histidine ligands of Fe2+


near 88, 43, and 36 ppm in Fe2+(Mn)SOD and Fe2+SOD indi-


cates that the Fe2+ electronic structure is not very different for


Fe2+ bound in (Fe)SOD vs (Mn)SOD (Figure 4). Recent mag-


netic circular dichroism (MCD) and computational studies by


Brunold’s team confirm this.33a


Interestingly however, the EPR spectra of the azide and


OH- complexes of Fe3+SOD and Fe3+(Mn)SOD differ signifi-


cantly, hinting at differences in substrate binding modes or


polarization in the two proteins27 (and more recently33b).


The electronic states of Mn2+ and Mn3+ also appear alike


in Mn(Fe)SOD and MnSOD (Figure 5). Based on the optical


spectra of Mn3+SOD and Mn3+(Fe)SOD, the two Mn3+ sites


are similar. For Mn2+, X-band EPR indicates subtle differences


that may correlate with Em, as revealed by the appearance of


a “zero-field” transition near 300 G in the EPR spectrum of


Mn2+(Fe)SOD but not in that of Mn2+SOD; however, simula-


tions and spectroscopy at additional fields are needed in order


to obtain detailed understanding (e.g., see work by Un et


FIGURE 3. Overlay of the active sites of E. coli FeSOD (light gray,
1ISB.pdb) and Fe(Mn)SOD (dark gray, site A in Edwards’ coordinates
1MMM.pdb). An additional OH- is coordinated to Fe3+ in site B,
consistent with the pK for OH- binding of 6–727,29,46 and the pH of
8.5 used for crystallization.30 Figure generated using PyMOL.47


FIGURE 4. X-band EPR spectra (left) obtained at 70 K on samples
buffered at approximately pH 7.6 with 50 mM potassium
phosphate and 50 mM KCl, and 1H NMR spectra (right) of
Fe2+(Mn)SOD and Fe2+SOD obtained at 30 °C on samples buffered
at pH 6.7 and 7.2, respectively, with 100 mM potassium
phosphate.27


FIGURE 5. Optical spectra (left) of Mn3+SOD and more dilute
Mn3+(Fe)SOD oxidized with substoichiometric KMnO4 in 100 mM
potassium phosphate buffer at pH 7.8, and EPR spectra (right) of
Mn2+SOD and Mn2+(Fe)SOD buffered with 50 mM potassium
phosphate at pH 7.8 and 50 mM NaCl. Some free Mn2+ is evident
in the MnSOD sample, which was reduced with H2O2.24
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al.).34 Overall, despite the complexity stemming from compa-


rable zero-field and Zeeman transition energies, the presence


of analogous features in similar positions indicates that the


Mn2+ ions experience similar coordination environments in


the two proteins. Thus, altered electronic structures do not


appear to be the primary source of the much lower Ems pro-


duced by (Mn)SOD vs (Fe)SOD protein. Moreover, the finding


that both Fe and Mn have a much lower Em when bound to


(Mn)SOD indicates that asymmetry of the coordination sphere


is unlikely to be the basis for redox tuning, because the 3+
state of Mn would be strongly favored by Jahn–Teller distor-


tion but that of Fe would not.


Labile Protons: Differences in E. coli FeSOD
vs MnSOD May Complement the Different
Metal Ions
Labile protons play several roles in the mechanism of SOD,


including activating superoxide for reduction, displacing the


metal ion from product, and possibly forestalling formation of


the inhibited complex of MnSOD. One proton can be trans-


ferred directly or indirectly from coordinated H2O to substrate,


in conjunction with electron transfer from the metal ion to sub-


strate. In addition, Tyr34 and Gln69 have been proposed to


play roles in transfer of protons between the coordinated sol-


vent, bulk solvent, and substrate (see numerous works by Sil-


verman and Whittaker). The pK’s of Tyr34 thus form an


element of catalytic competence; they also report on the


polarization of the active site H-bond network (distribution of


charge) and thus illuminate differences between the two pro-


teins that may complement and compensate for properties of


the metal ion, and thus contribute to metal ion specificity.


The pK of 8.5 of Fe2+SOD was assigned to Tyr34 based on


direct observation of [13C�]-tyrosine by 13C-NMR vs pH.8 In


Fe3+SOD however, the pK reflects more favorable OH- bind-


ing to Fe3+, which apparently suppresses ionization of


Tyr34.35 In contrast, the pK near 9.5 of Mn3+SOD was


assigned to ionization of Tyr34, consistent with the Jahn–


Teller stabilization enjoyed by pentacoordinate (d4) Mn3+,


which would be lost upon binding of OH-.Mn2+ Thus, the


metal ion identity plays an important role in determining how


the active site accommodates changes in availability of labile


H+ and OH-, despite the presence of the same amino acids.


In order to provide protons with similar pK’s for the SOD reac-


tion, the two proteins must therefore employ subtly different


mechanisms or apply different tuning to the pK’s of the amino


acids. Indeed, the pK of Fe3+(Mn)SOD for coordination of OH-


to Fe3+ is some two pH units lower than that of Fe3+SOD,46


indicating that the (Mn)SOD protein favors anion binding more


than does (Fe)SOD, and Fe(Mn)SOD may not release product


as readily as FeSOD. Similarly, Mn3+ bound in (Fe)SOD may


fail to bind substrate.


While the pK of Fe2+SOD of 8.5 is assigned to Tyr34, the


reduced-state pK of Mn2+SOD appears to be more complex,


apparently involving Tyr34 and possibly either deprotona-


tion of coordinated H2O or coordination of a second OH-,


consistent with the greater tendency of Mn2+ than Fe2+ to


acquire harder ligands and adopt a six-coordinate geometry.


Although treatment at high pH ultimately results in Mn2+


release,34 a new species is also observed in the Mn2+SOD EPR


spectrum near g ′≈ 4.17.35 Its Mn2+EDTA–like signal accom-


panied by only minor formation of the sharp g′ ) 2 signal


associated with Mn2+ release suggests coordination of exog-


enous OH- to Mn2+ in a sequence that could initially increase


the Mn2+ coordination number but also progress to displace-


ment of protein ligands, thus freeing Mn2+ from specific well–


defined binding in the active site.34


Proposal: Protonation of Coordinated Solvent Is
Suppressed in E. coli MnSOD by Stronger H-Bond Dona-
tion. We proposed that the different Ems produced by the


(Fe)SOD and (Mn)SOD proteins could be substantially


explained by different extents of protonation of coordinated


solvent (different pK’s).19 There is inorganic precedent for


Em shifts over many hundreds of millivolts upon ligand pro-


tonation,36 and computational models of SOD indicate a


possible 1.3 V effect of protonating coordinated solvent.37


Thus, this mechanism is capable of explaining the large


effect we observe. In addition, insofar as coordinated sol-


vent is the redox-coupled proton acceptor, its oxidized- and


reduced-state pK’s will contribute to the Em (Scheme 1).


Finally, coordinated solvent’s only contact outside the metal


site is Gln69, the most highly conserved difference between


Fe-specific and Mn-specific SODs, so our proposal makes


chemical sense of biological correlations.38 Given the dif-


ferent positions of the glutamines of FeSOD vs MnSOD, it


is reasonable to propose that they could depress the coor-


dinated solvent’s pK’s to different extents, and if the active


site of (Mn)SOD suppresses proton uptake, reduction too


will be suppressed, producing a depressed Em, as observed.


There are numerous precedents for pK tuning over 5 pH


units, which would produce an Em change of 300 mV based


on a single pK. Moreover additional contributions could fur-


ther modulate the Em, such as the source and destination


of the redox-coupled proton (below).


If (Mn)SOD protein lowers the Em by suppressing proton


acceptance by coordinated solvent, then glutamine’s


H-bond donation to coordinated solvent should be stron-
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ger in (Mn)SOD than in (Fe)SOD. This prediction was borne


out by 15N NMR of the glutamine side chains of Fe2+SOD


and Fe2+(Mn)SOD (Figure 6). In Fe2+SOD, the side-chain N


of Gln69 displayed a 45 ppm paramagnetic shift from the


chemical shift typical of diamagnetic glutamine side


chains.39 This paramagnetic shift provides a measure of the


proximity of the glutamine side chain N to Fe2+, as well as


its coupling to Fe2+ via H-bonding to coordinated solvent.


In Fe2+(Mn)SOD, an analogous resonance was identified,


again in selectively labeled samples, however with a para-


magnetic shift of 79 ppm.40 Thus, the side chain N of


Gln146 in Fe2+(Mn)SOD is significantly more strongly cou-


pled to Fe2+.40 While we have not separated the through-


space and through-bond contributions to the paramagnetic


shift, a shorter distance is expected for a stronger H-bond


to coordinated solvent, so either interpretation indicates sig-


nificantly stronger H-bond donation to coordinated solvent


in Fe2+(Mn)SOD than in Fe2+SOD, consistent with stronger


suppression of proton uptake by coordinated solvent in the


(Mn)SOD protein.


The (Amino) Acid Tests: Q69H and Q69E
FeSOD
To distinguish a cause-and-effect relationship from a possi-


ble common cause, we made amino acid substitutions


designed to decrease the strength of H-bond donation to coor-


dinated solvent (Q69H) or to reverse the polarity of H-bond-


ing (Q69E). Our model predicts that weakened H-bond
donation should relieve Em depression, whereas H-bond accep-
tance should actively raise the Em. Indeed, Q69H FeSOD dis-


plays an Em some 250 mV higher than that of WT FeSOD.25


Remarkably, the Em of Q69E FeSOD appears to be >660 mV


higher than that of WT FeSOD. The measured Ems suffice to


explain the observed decreases in activity,25 although addi-


tional consequences of these substitutions are evident, for


Q69E FeSOD in particular. Thus, although the Ems of Q69H


and Q69E FeSOD are consistent with redox tuning via mod-


ulation of the strength and polarity of H-bonding to coordi-


nated solvent and more generally the energy associated with


redox-coupled proton uptake, we first address alternative pos-


sible bases for the altered Ems.


Atomic Structure. To assess possible protein structural


changes, we solved the crystal structures of both mutant SODs


and found them to be essentially superimposable on the WT


structure.25 Backbone CR RMSDs between the mutant and the


WT were 1.3 and 0.7 Å, for Q69H and Q69E FeSOD, respec-


tively. In Q69H FeSOD, Tyr34 was slightly displaced toward


the solvent channel, presumably due the greater bulk of his-


tidine than glutamine (Figure 7). Importantly, although His69


retained a 3.4 Å H-bond with coordinated solvent, the altered


orientation of the His69 side chain resulted in loss of the


H-bonds with Trp122, Asp72, and Tyr34 that characterize


Gln69 in WT FeSOD. Thus, His69 is not constrained by the


protein to act as an H-bond donor to coordinated solvent but


could act as an H-bond acceptor instead, if neutral. Otherwise,


both crystal structures concur that gross disruption of the pro-


SCHEME 1. Proton-Coupled Reduction of Fe in SOD and its
Contribution to the Measured Em


a


a Protein ligands are shown in upper left quadrant but omitted elsewhere, for
clarity.


FIGURE 6. 15N NMR spectra of Fe2+SOD and Fe2+(Mn)SOD
selectively 15N-labeled in glutamine side chains. Samples were
buffered at pH 7.6 with 100 mM potassium phosphate, reduced
with a slight excess of dithionite, and flame-sealed.40
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tein and active site structure is unlikely to be the origin of the


strongly elevated Ems of Q69H and Q69E FeSOD.


Electronic Structure. Altered Fe3+ or Fe2+ electronic struc-


tures in the mutants would provide an excellent explanation


for the altered Ems; however this was not observed. The Fe2+


sites of Q69H and Q69E Fe2+SOD were compared with that


of Fe2+SOD via the paramagnetically shifted 1H resonances of


the ligand histidines. Because these displayed very similar


chemical shifts in all three cases, it appears that the aniso-


tropy of unpaired electron spin density (orbitals and occu-


pancy), as well as the geometry of the sites, are similar.41 Sim-


ilarly, MCD, optical, and EPR spectroscopies concur that the


Q69H mutant retains a WT-like Fe3+ electronic structure.41


The Q69E mutation produced a striking change in the EPR sig-


nal, to one resembling that formed upon OH- binding to WT


Fe3+SOD at high pH (Figure 8).42 MCD spectroscopy discerns


a six-coordinate population that resembles high-pH WT FeSOD


in addition to a pentacoordinate WT-like population at lower


pHs.33,43 Thus, the electronic structure of Fe3+ appears simi-


lar in analogous states of Q69E Fe3+SOD and WT Fe3+SOD,


but Q69E Fe3+SOD has a higher affinity for an exogenous


anion, likely OH-. Because binding of the sixth ligand is spon-


taneous, it must stabilize the oxidized site and cannot be a


source of Q69E FeSOD’s elevated Em.


Protonation States and Hydrogen Bonding. The nature


of H-bonding between His69 and coordinated solvent


depends on whether His69 is cationic (obligate H-bond donor)


or neutral (donor or acceptor). The WT-like pK’s for ioniza-


tion of Tyr34 in the reduced state and OH- binding to the oxi-


dized state indicate that His69 is like Gln69, neutral, in both


oxidation states. Additionally, the strong similarity of the EPR


and 1H NMR spectra of Q69H and WT Fe3+SOD indicate that


the ligand histidines and coordinated solvent have the same


protonation states in the Q69H mutant as in WT. Therefore,


it is simplest to conclude that labile protons are distributed


similarly in the two active sites and therefore that coordinated


solvent acquires a proton upon Fe reduction, as in WT. How-


ever, the absence of H-bonding constraints on His69 allows


that His69 can act as an H-bond acceptor when H-bond dona-


tion is unfavorable. Thus Q69H FeSOD’s higher Em than WT


FeSOD can be attributed to loss of enforced H-bond donation.


For Q69E FeSOD, the oxidized state’s elevated affinity for


exogenous anions argues that Glu69 is not anionic. This is


most reasonable chemically, because ionization of Glu69


would place a negative charge immediately adjacent to coor-


dinated OH- (Figure 7).44 For the reduced state, pH titrations


indicate that deprotonation of Tyr34 is suppressed, rather than


favored as in WT FeSOD, indicating the presence of an extra


anion in the Q69E active site. If Glu69 does indeed change


from neutral to anionic in conjunction with Fe reduction, then


it is a redox-coupled proton donor, unlike the WT glutamine


it replaces (Scheme 2). The WT-like paramagnetically dis-


persed 1H NMR spectrum most simply suggests coordinated


H2O as in WT Fe2+SOD, and the oxidized state most likely has


coordinated OH- based on extensive inorganic precedent.44


Thus, we retain presumed redox-coupled proton acquisition by


FIGURE 7. Overlay of the active sites of WT FeSOD (white), Q69H
FeSOD (green), and Q69E FeSOD (yellow). Overlays were based on
the side chains of residues 26, 30, 31, 34, 72, 73, 122, 156, 158,
159, 160, and 161 and performed in SwissPDBviewer
(http://ca.expasy.org/spdbv/). Figure generated using PyMOL.47


FIGURE 8. EPR spectra of mutant Fe3+SODs compared with WT
FeSOD at neutral and high pH. Samples were buffered with 100
mM PIPES (Q69H and WT FeSOD) or 50 mM potassium phosphate
(Q69E FeSOD). The latter was chemically oxidized using KMnO4 and
frozen immediately.41
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coordinated solvent and propose net transfer of a proton from


Glu69 to coordinated OH- upon reduction of Fe3+, consis-


tent with literature pK’s for glutamic acid and solvent coordi-


nated to Fe3+ or Fe2+.44


Because the data in hand suggested that Glu69 could play


an active role in redox-coupled proton transfer that is new to


the Q69E mutant, we sought more direct evidence on the pro-


tonation state and H-bonding of Glu69. Borgstahl and her


team solved a new X-ray crystal structure of Q69E Fe2+SOD


based on 1.1 Å resolution crystallographic data.41 The


glutamic acid side chain C-O distances were compared after


refinement vs two different models, one in which Glu69 was


assumed to be neutral and another in which Glu69 was


assumed to be ionized. The results suggested that Glu69 is


significantly polarized, such that the O atom nearest coordi-


nated solvent has a longer C-O bond than does the O nearer


Trp122 and Asn72 (Figure 7).41 This was best explained on


the basis of anionic Glu69 with strong H-bonding from coor-


dinated H2O and neutral Tyr34 on the basis of DFT calcula-


tions as well as residual electron density suggestive of possible


proton sharing among these three residues.41 We found that


regardless of whether the extra negative charge of the Q69E


Fe2+SOD active site was placed on Glu69, Tyr34, coordinated


solvent, or even an additional molecule of solvent in the sub-


strate access channel, only Glu69 was recovered as an anion


upon energy minimization.41 These calculations not only com-


putationally document proton transfer from Glu69 to coordi-


nated solvent upon Fe reduction in Q69E FeSOD but affirm


that Glu69 is anionic and acts as an H-bond acceptor in Q69E


Fe2+SOD.


The 1.1 Å-resolution crystal structure also showed that


H-bonds throughout the network involving Glu69 are shorter


than those in WT FeSOD. Thus, Glu69’s H-bond with coordi-


nated solvent is not only reversed relative to the analogous


WT FeSOD H-bond but also significantly stronger (2.8 Å in


Q69E Fe2+SOD vs 3.4 Å in WT Fe2+SOD).41 The strong redox


tuning effect of residue 69’s H-bond can therefore be under-


stood in terms of its modifying the chemical nature of a first


sphere ligand, from solvent with substantial imposed OH-


nature to solvent with strongly favored H2O nature.


Thus, based on a variety of spectroscopic techniques,


anion-binding and pH titrations, and the highest-resolution


crystal structure to date of a FeSOD, we find that His69 does


not impose H-bond donation on coordinated solvent and may


even accept an H-bond in the reduced state, whereas Glu69


is likely neutral in the oxidized state, becoming anionic upon


Fe reduction and thus (1) making a proton available for acqui-


sition by coordinated solvent and (2) becoming a strong obli-
gate H-bond acceptor. Based on literature pK’s and strengths


of H-bonds, in conjunction with the measured Em tuning loss


observed in Q69H FeSOD, we were able to assess the com-


petence of these factors to explain the very high Em of Q69E


FeSOD, obtaining an initial estimate that they could produce


an approximately 700 mV increase in Em.41 Thus, although


additional effects are not excluded, we find that strong stabi-


lization of coordinated H2O vs OH- in addition to more favor-


able energetics of proton transfer to coordinated solvent are


indeed capable of explaining the observed >660 mV increase


in Em for Q69E FeSOD.


Perspective
Labile protons are the liquid currency of proteins. Protona-


tion changes the ligand natures of amino acids or coordinated


solvent, thus providing proteins with a powerful means of


modulating the reactivity of bound metal ions. Moreover the


cost of doing so can be distributed among numerous residues


and elements of the protein structure via H-bond networks. In


addition, it is very common in biological chemistry for elec-


tron transfer to be coupled to proton transfer. For residues


whose protonation state changes upon metal ion reduction,


protein-mediated tuning of the pK’s modulates the Em.


Water molecules provide special opportunities and are


ideal molecular adaptors for coupling inorganic centers with


biological macromolecules. H2O is an inorganic molecule and


can access the different properties of both the H2O and the


OH- states under physiological conditions. Yet water is also


the medium for which protein residues and structural ele-


ments have been selected by evolution. Bound H2O and OH-


SCHEME 2. Comparison of Proposed Proton-Coupled Electron
Transfer in Q69E FeSOD (top) with That Accepted for WT FeSOD
(bottom)
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favor different metal ions and different oxidation states, so


proteins’ ability to tune the pK of water molecules translates


into ability to tune the Em of the metal ion. Thus, coordinated


solvent molecules should not automatically be dismissed sim-


ply as place-holders or labile coordination sites. While there are


many sites in which they do appear spontaneously, we have pre-


sented compelling evidence that coordinated solvent can pro-


vide proteins with large leverage on the Em and thus reactivity of


bound metal ions.


We have produced variants of FeSOD with Ems ranging


over more than 900 mV, while preserving the structural integ-


rity of the active site. This demonstrates the possibility of


manipulating reactivity over a wide range and of generating


sites with desired novel chemistry based on chemically ratio-


nal design.


The work described herein was realized by numerous excel-


lent students, postdoctoral fellows, and collaborators, whom I


thank above all. I also acknowledge the excellent reviewers and


competitors, who over the years have challenged me to refine


my thinking and adhere to high standards.
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